
depends on unfolding of a collagen fibril

that can become rate-limiting. The activation

energy for fibril digestion (101 kcal mol–1)

was found to be 4 times that of a helical

collagen monomer (26). The high energy of

activation for collagenolysis is in good agree-

ment, however, with the apparent energy

of activation for collagen fibril unfolding

(124 kcal mol–1) measured more recently (27).

We thus conclude that the MMP-1–

collagen system is a Brownian ratchet that

is able to rectify Brownian forces into a

propulsion mechanism by coupling to col-

lagen proteolysis. The minimum power of

1.7 � 10j19 W per molecule of MMP-1 is

required to propel the enzyme along the

collagen fibril with the velocity V 0 4.5 T
0.36 6m sj1, which was calculated from the

diffusion coefficient measured experimen-

tally (15). A maximum power input for the

directional transport of MMP-1 at room tem-

perature (P
C
0 10%) of 1.1 � 10j18 W per

molecule of MMP-1 was calculated from

the assumption of 5 kcal/mol of free energy

for a cleaved peptide bond (15). The ef-

ficiency of the motor at room temperature

can then be calculated as the ratio of power

output over input to be 15% (28). These

numbers are expected to change as the value

of P
C

increases with rise of the temperature.

The biological consequences of the colla-

genase motor activity are of great interest. We

hypothesize that the collagenase ratchet can

serve as a clutch mechanism, assisting cell

locomotion on collagen matrices and contrac-

tion of collagen gels in three-dimensional

cultures. Association of the enzyme with cell

membranes via interaction with tissue-

specific integrins can couple the extra-

cellular proteolysis with the forces exerted

by the cytoskeleton to direct membrane

protrusions along a Bno-skid[ surface gen-

erated by the digestion of collagen fibrils.

Membrane-type MMPs (29, 30) can poten-

tially act in a similar fashion. Experimental

observations that clearly demonstrate the

requirement of MMP-1–dependent colla-

genolysis for migration of keratinocytes on

collagen support this hypothesis (31).
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Life History Trade-Offs Assemble
Ecological Guilds

Michael B. Bonsall,1*. Vincent A. A. Jansen,2* Michael P. Hassell1

Ecological theory predicts that competition for a limiting resource will lead to the
exclusion of species unless the within-species effects outweigh the between-
species effects. Understanding how multiple competitors might coexist on a
single resource has focused on the prescriptive formalism of a necessary niche
width and limiting similarity. Here, we show how continuously varying life
histories and trade-offs in these characteristics can allow multiple competitors
to coexist, and we reveal how limiting similarity emerges and is shaped by the
ecological and evolutionary characteristics of competitors. In this way, we il-
lustrate how the interplay of ecological and evolutionary processes acts to shape
ecological communities in a unique way. This leads us to argue that evolu-
tionary processes (life-history trait trade-offs) are fundamental to the under-
standing of the structure of ecological communities.

Ecological theory predicts that species in eco-

logical communities can coexist only if there

are differences in their responses to limiting

resources (1, 2). Evolutionary processes

underpin this coexistence: Differences be-

tween species arise through the combined

effects of selection and life-history trade-

offs. Trade-offs in life histories (3, 4) pre-

vent species from evolving as Darwinian

Bdemons[ (species that develop rapidly, re-

produce continuously, and do not age).

Sanctioning investment in life-history char-

acteristics against ecological competitive

ability has the potential to allow multiple

species to coexist by reducing the proba-

bility that any one species is demonic in an

assemblage (5–9). Reducing the dominance

of any one species in an assemblage and

fostering equivalence among species has

the potential to allow ecological diversity to

be promoted (10, 11).

Here, we explore the hypothesis that com-

munities are assembled or shaped through

evolutionary processes and that diversity is

maintained and generated through species

equivalence. Using a continuously varying

strategy set, we evaluate the role of assembly

and trade-offs as mechanisms for the forma-

tion of complex predator-prey assemblages.

We consider a generic interaction between a

class of natural enemies (parasitoids) com-

peting for a limiting host resource (12, 13).

We assume that n types of consumer can

attack particular juvenile (larval) stages of

the host and that there is no a priori par-

titioning of this resource class. We describe

the interaction between competing para-

sitoids within a generation with a system of

differential equations. Solutions to these equa-

tions provide a description of the population

dynamics of the system from which (eco-

logical) difference equations (14) can be de-

rived. Finally, the invasion and replacement
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(evolutionary) dynamics can be explored

from knowledge of both the competitive in-

teraction and population dynamics.

We partition the host population into three

classes: susceptible host larvae, singly para-

sitized larvae susceptible to further attack,

and parasitized larvae not susceptible to fur-

ther attack. We do this for n different strains

of competing parasitoids. Parasitoids are

time-limited with a finite amount of time to

locate hosts, and per unit of time each para-

sitoid of type i discovers a host larva and

lays an egg on or in it with a rate of "
i

per

host. Once oviposition has occurred, the para-

sitized host passes through a phase in which it

is susceptible to further attack either by con-

specifics (superparasitism events) or hetero-

specifics (multiparasitism events). This period

of susceptibility lasts on average 6 time units.

This second egg will hatch and win in

competition within the host with probability

>
ij
, where i denotes the type of the first para-

sitoid and j the type of the second. Obviously,

if the same type superparasitizes a host, a

parasitoid of that type will emerge. The model

gives rise to a system of equations that can be

solved to give the number of hosts that are

parasitized and the number of consumers that

arise at the beginning of the next season (15).

We assume that there is a trade-off between

competitive ability and a life-history character-

istic (3, 4), in particular parasitoid attack rate

(") or parasitoid longevity (1/c). A parasitoid

that is better at discovering new hosts (higher ")

is worse at outcompeting or defending a host that

is attacked (by a heterospecific) (16). When we

use this trade-off, we assume that parasitoid

death rates are the same for all parasitoids (c
i
0

c). The second trade-off that we consider is

between parasitoid longevity and competitive

ability (5, 9). With this trade-off, it is the

longer lived species that are inferior compet-

itors. When we use this trade-off function, we

assume that the potential for parasitoids to

discover hosts is equivalent for all species ("
i
0

"). Competitive ability is always a function

of the resident and invading parasitoid life-

history strategies and is a characteristic deter-

mined by the ecological and evolutionary

dynamics of the assemblage.

The population dynamics of the host and

parasitoids (H ¶, P¶
i
) over the seasons can be

described by the following system of differ-

ence equations:

H ¶ 0 f EH ; xðTÞ^ ð1Þ
P¶

i 0 HE yiðTÞ þ ziðTÞ^ ð2Þ
Here, f EH, x(T)^ is the function relating

hosts in the current season to those at the

start of the next season, and within this

function x(T) is the probability that hosts

survive parasitism. For simplicity, host den-

sity (H) is kept constant from season to

season Ebut see (15) for results using variable

host densities^. The functions y
i
(T) and z

i
(T)

are the respective probabilities of a host

being singly and doubly parasitized and

producing a parasitoid of type i (15).

To understand how different life-history

characteristics affect the coexistence of com-

peting parasitoids, we derive a set of invasion

conditions. That is, for successful invasion of a

second parasitoid P
j

(characterized by its death

rate c
j

or attack rate "
j
) into a population in

which a parasitoid P
i
(characterized by c

i
or "

i
)

is already present, we evaluate whether P
j

can

invade, when rare, a population consisting of

only P
i

at equilibrium. The precise conditions

for invasion can be derived from the rate that a

rare parasitoid invades a persistent resident

host–parasitoid interaction. The invasibility con-

ditions (15, 17) can be illustrated graphically in

a pairwise invasibility plot (18, 19) and can be

analyzed using tools from game theory and

adaptive dynamics. Here, rather than focusing

solely on this type of dynamic, we examine

what factors influence the assembly of para-

sitoids into guilds Eclosely related species that

share similar life-history characteristics (20, 21)^
and under what conditions these guilds cannot

be invaded by further species (7, 22).

Mutual invasibility and coexistence of natu-

ral enemies is possible if there are differences in

searching efficiency such that the inferior

competitor has the higher attack rate (Fig. 1A).

Similarly, Fig. 1B shows combinations of

resident and invader parasitoid death rates (c)

that permit coexistence under fixed host

densities. Mutual invasibility and hence coex-

istence of parasitoids can occur only if there are

distinct differences in life histories (fecundity or

longevity); for example, as an inferior larval

competitor, the invading parasitoid must have a

lower adult death rate (or live longer) than the

resident parasitoid (Fig. 1B). However, transient

coexistence is possible if invading parasitoids

are almost identical to the residents, because the

fitness differences will be very small and the

effects of competition will be almost neutral.

It is important to note from Fig. 1 (see also

fig. S1) that any two combinations of strategies

taken from the shaded area can coexist. How-

ever, subsequent episodes of invasion and

replacement will impose a particular dynamic

on the coexisting pair, and this could either result

in the eventual loss of one of the strategies or

introduce additional species to the assemblage.

We used numerical simulations to study the

dynamics of the assemblage and find its stable

composition. This final assemblage is not just the

assemblage in which the largest number of

species can coexist. In all of the cases, the

number of species in the final assemblage is

larger than one but is always less than the

number of species that could potentially coexist.

Numerical exploration illustrates that the

invasion and dynamics of multiple parasitoids

on a single limiting host resource gives rise to

multiple coexisting species. However, this

prediction is dependent on the abundance of

the host. When host abundance is low, a

dimorphism arises and two parasitoid strategies

coexist (Fig. 2A). When host abundance is

high, a polymorphism arises and multiple

parasitoid strategies coexist (Fig. 2B).

Throughout, it is assumed that new strategies

are similar to existing residents, as would be

the case if new variants are created through

mutation in a polygenic trait. Evolutionary

branching leads to a number of coexisting

distinct types. Within each broad group, sev-

eral closely related parasitoid types compete

intensely for dominance and assemble into

clades. These assemblages arise as a result

of the interplay between evolutionary and

ecological processes: This is not encoun-

tered in conventional studies, which solely

concentrate on the ecological processes of

coexistence (8, 23–26). For instance, the oc-

Fig. 1. Regions of
coexistence (shaded
areas) for the para-
sitoid competition
model for trade-offs
in (A) fecundity (H 0
10, 6 0 1.0, c 0 0.5,
and T 0 10) and (B)
longevity (death rate)
(H 0 10, 6 0 1.0, " 0
1.0, and T 0 10).
Coexistence is pro-
moted if the mutant
strategy has a higher
fecundity or lower
death rate compared
with that of the resi-
dent. The more dissimilar two strategies are, the more likely coexistence is between competing
parasitoids. These plots can also be used to infer the replacement dynamics of different strains. If
the region under the diagonal is negative and the opposite region above the diagonal is positive,
this will result in a strain with a marginally higher value of trait replacing the resident. If the sign
pattern is opposite, then a strain with a marginally lower value of the trait will invade and out-
compete the resident. Repeated appearance of slightly different strains (mutants) will result in an
evolutionary change of the trait. The invasion boundaries were evaluated using a root-solving
algorithm and numerical integration of the model (15).
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currence of this type of polymorphism can

lead to reproductive isolation and speciation

through sympatric mechanisms (27, 28).

However, the formation of clades through

evolution need not necessarily be the only

mechanism by which species assembly occurs.

When guilds are formed through random

assembly, we find the same qualitative patterns

of niche differentiation. This is demonstrated in

Fig. 2C, in which new immigrants arrive as

migrants from a species pool. Although guilds

assembled this way converge to the same final

assemblage as in Fig. 2B, there are some

notable differences. In particular, the coexis-

tence of many types is manifest. However, there

are numerous unsuccessful invasions. A strik-

ing phenomenon in the assembly of species

guilds is that invading strategies may persist as

transients at low abundance for very long

periods of time. Note that the number of

different types that can coexist ecologically

exceeds the number observed in the final

evolutionary stable assemblage. The coexis-

tence of multiple strategies gives rise to a form

of limiting similarity with a minimum distance

between each group (Fig. 2C). The competi-

tion between different types is highly asym-

metric, such that long-lived strategies are

subjected to greater effects of interspecific

competition than are short-lived strategies or

that higher fecund strategies are subjected to

stronger interspecific competition than are less

fecund strategies; then, the observed evolu-

tionary stable coexistence arises as a result of

distinct differences in life history. The degree

of competition between similar species is

intense and almost symmetric.

Unlike earlier theoretical studies (1–2, 29–

31), this limiting similarity between strategy

sets arises as a consequence of the population

and evolutionary dynamics of the trophic

interaction rather than as a result of a pres-

criptive statistical relationship derived from the

shape of the competition function (1, 2). It is

expected that locally coexisting species should

be less similar than one would expect by

chance alone. However, across similar life-

history strategies a number of species contest

for dominance through intense interspecific

competition. Given that over appropriate time

scales species are observed to coexist, we

conjecture that coexisting species may be more

similar than one would expect by chance alone

and that their distribution falls into a number of

distinct life-history class clusters. Difference in

resource use will depend on species demo-

graphic and life-history characteristics.

These properties (the emergence of niche

structures, limiting similarity, and transient

coexistence) are likely to hold for a large class

of competitive interactions (15) (fig. S2). Our

generic result that is not limited to predator-

prey interactions is that ecological and evolu-

tionary dynamics of resource-consumer inter-

actions shape the structure of species

assemblages (15). In contrast to conventional

theory on trade-offs and community assembly

(32), which predict no limit to diversity

(because any species can occupy any point in

trait space), we show that species life-history

trade-offs can generate a limiting similarity

that promotes ecological diversity. Evolution-

ary and ecological dynamical processes drive

niche partitioning and limiting similarity, and

at the same time generate diversity within a

niche. While the total size of different niches is

determined by competition for a set of limited

resources, the relative abundance of strains

within a niche is determined predominantly by

chance (33). Our approach reconciles two

conflicting views about the organization of

ecological communities: organization domi-

nated by niche structure (29–31) and orga-

nization through chance and neutral processes

(10, 11). These two views are not mutually

exclusive. Both processes operate simulta-

neously to generate and maintain diversity in

ecological communities.
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Zebrafish Dpr2 Inhibits Mesoderm
Induction by Promoting

Degradation of Nodal Receptors
Lixia Zhang,1* Hu Zhou,2* Ying Su,1* Zhihui Sun,1 Haiwen Zhang,1

Long Zhang,2 Yu Zhang,1 Yuanheng Ning,2 Ye-Guang Chen,2.
Anming Meng1.

Nodal proteins, members of the transforming growth factor–" (TGF")
superfamily, have been identified as key endogenous mesoderm inducers in
vertebrates. Precise control of Nodal signaling is essential for normal
development of embryos. Here, we report that zebrafish dapper2 (dpr2) is
expressed in mesoderm precursors during early embryogenesis and is
positively regulated by Nodal signals. In vivo functional studies in zebrafish
suggest that Dpr2 suppresses mesoderm induction activities of Nodal
signaling. Dpr2 is localized in late endosomes, binds to the TGF" receptors
ALK5 and ALK4, and accelerates lysosomal degradation of these receptors.

Genetic studies have revealed that Nodal

proteins are essential for mesoderm induction

in vertebrates (1–4). So far, few factors have

been found to inhibit Nodal signaling during

early embryogenesis. Lefty proteins inhibit

Nodal activity by competing for binding to

their common receptors (5–8). An extracel-

lular protein, Cerberus, binds to Nodal and

blocks its activity (9). Tomoregulin-1, a

transmembrane protein, blocks Nodal signal-

ing by interacting with the Nodal coreceptor

Cripto (10). Drap1 interacts with and inhibits

DNA binding of FoxH1, a transcription factor

that mediates Nodal signaling (11). Here, we

demonstrate that Dpr2 inhibits Nodal signal-

ing in zebrafish embryos, targeting Nodal

receptors for lysosomal degradation.

Zebrafish dpr2 was identified by a whole-

mount in situ hybridization screen for tissue-

specific genes. The putative Dpr2 protein, 837

residues long, has overall sequence identity of

30 and 36% to the putative human DAPPER1

and DAPPER2 proteins (12), respectively,

with higher similarity in several domains

(fig. S1). Several dpr2 ESTs have been

mapped adjacent to the oprm1 and smoc2 loci

in the zebrafish linkage group 13 (LG13), a

region syntenic to the human DAPPER2

locus, which suggests that zebrafish dpr2 is

an ortholog of human DAPPER2. Although

Xenopus Dapper and Frodo are almost

identical, Dapper is apparently a general

Dishevelled antagonist (13), whereas Frodo

is a positive regulator of Wnt signaling (14).

Whole-mount in situ hybridization revealed a

specific expression pattern of dpr2 during zebra-

fish embryogenesis (fig. S2). It was first

expressed on the dorsal blastoderm at the sphere

stage, about 4 hours postfertilization (hpf). At

the onset of gastrulation, dpr2 expression was

restricted to the whole germ ring where

mesoderm precursors reside, with the highest

expression in the embryonic shield. The dpr2-

positive cells then involute and converge during

gastrulation and thus contribute to the formation

of epiblast and hypoblast. When segmentation

starts, dpr2 is expressed in the dorsal trunk

neural tube, the lateral plate mesoderm, and the

tail bud. At 24 hpf, dpr2 expression is restricted

to blood progenitors and the tail bud. This

expression pattern of dpr2 suggests a role in

early mesoderm induction.

To study the function of dpr2, endogenous

expression of dpr2 was knocked down by

injecting a mix of two specific and equally

effective antisense morpholinos (dpr2-MOs)

(fig. S3). The injected embryos generally

showed a thicker, curled down trunk at 24

hpf (fig. S3), a phenotype also observed with a

lefty1 morpholino (lft1-MO) (15). The major-

ity (53 to 95%) of morpholino-injected

embryos showed increased expression of the

organizer-specific marker gsc (Fig. 1A), the

lateral mesodermal marker snail1 (Fig. 1B),

and the axial mesodermal markers no tail (ntl)

(Fig. 1C) and shh (Fig. 1D). Mutations of the

oep locus, which encodes a coreceptor for the

Nodal ligands squint (sqt) and cyclops (cyc) in

zebrafish, give rise to reduced Nodal activity

(4, 16). Overexpression of dpr2 caused partial

or complete fusion of the eyes (Fig. 1F), re-

sembling the oep (Fig. 1G) and cyc pheno-

types, which also result from insufficient

Nodal signaling (16, 17). Overexpression

also caused partial loss of the notochord and

tail reduction in about one-third of the embryos

at 24 hpf. Injection of dpr2 mRNA also led to

reduction or elimination of shh expression at

24 hpf (Fig. 1H), as well as decreased ntl

expression at the bud stage (fig. S3). These

data suggest that dpr2 functions to inhibit

mesoderm formation.

Because dpr2 overexpression phenocopied

oep mutants and because dpr2 knockdown

resulted in morphological changes that

resembled lefty1 knockdown, there may be

genetic interactions between Dpr2 and Nodal

signaling. We found that 55% (38 out of 69)

of embryos coinjected with dpr2-MOs and 0.1

pg sqt mRNA had a much wider notochord,

an effect not seen in embryos injected with sqt

mRNA alone (fig. S4). This notochord effect

showed that knockdown of dpr2 can enhance

the phenotypes caused by elevated Nodal

activity. In addition, 91% (n 0 135) of embryos

coinjected with 4 ng dpr2-MOs and 1.25 ng

lft1-MO underwent arrest of development or

died at 24 hpf, whereas this percentage was

usually below 10% for single injections. Like

lft1 knockdown (Fig. 1E, right), dpr2 knock-

down rescued shh expression in the ventral

midbrain and in the floor plate (Fig. 1E, mid-

dle) in 22 out of 23 zygotic oeptz257 mutants.

However, dpr2 knockdown in MZoep mutants,
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