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We explore adaptive theories for the diversity of translational binding based on the genetic
code viewed as a primitive mechanism of resistance. Modifying the set of codons bound by
tRNA anticodon molecules or changing the specificity of binding, reduces the replication rate
of translational parasites such as viruses. Increased translational efficiency of the parasite
requires a high degree of specificity of host tRNAs for the parasite codons. This suggests that
the genetic code might serve as the first line of defense against infection. We construct a red
queen theory for translational diversity: a theory in which host-translational strategiesF
as defined by the degree of redundancy (a single anticodon binding many codons for a single
amino acid) or degeneracy (many anticodons binding many codons for a single amino
acid)Fare constantly shifting through time to evade parasitism but where neither parasite
nor host gain a systematic advantage.

r 2002 Elsevier Science Ltd. All rights reserved.
The Code and Codon Assignment

The mechanisms of protein synthesis via transla-
tion remain largely invariant across taxa. Each
amino acid destined to become a component of a
protein is associated with one or more codons of
three nucleotides of RNA. Each codon becomes
associated with an amino acid through an
adaptor molecule carrying an amino acid, the
transfer RNA (tRNA). The tRNA binds to the
codon with a complementary anticodon accord-
ing to the Watson–Crick base-pairing rules.
These describe how the purines adenine and
guanine bind with the pyrimidines thymine,
cytosine and uracil. The mapping from codon
to amino acid is many to one and this gives rise
to synonym redundancy in the genetic code. One
mechanism for ensuring that each of the 64
n
Corresponding author.
E-mail address: krakauer@santafe.edu (D.C. Krakauer),

vincent.jansen@rhul.ac.uk (V.A.A. Jansen).

0022-5193/02/$35.00/0
possible codons is associated with at least one of
the 20 possible amino acids is through ‘‘wobble’’
of the first or third nucleotide base of the codon.
This arises in part as the first and third sites of
the anticodon bind more weakly than the
second. As a consequence, in many triplets the
third base of a codon is by and large ‘‘silent’’,
reducing the specificity of the anticodon and
thereby expanding the set of acceptable codons.

Adaptive explanations for the structure of the
genetic code tend to focus on the non-random
assignment of amino acids to codons. These
theories address why particular codons encode a
given amino acid and why these associations
remain conserved across distantly related taxa.
Mutational load hypotheses observe that the 20
sense codon phenotypes (encoding 20 amino
acids), are assigned to 61 codons so as to
minimize the phenotypic expression of muta-
tions to the DNA at the amino acid sequence
(Haig & Hurst, 1991; Freeland & Hurst, 1998).
r 2002 Elsevier Science Ltd. All rights reserved.



Fig. 1. Anticodon redundancy (1) and anticodon de-
generacy (b). Anticodon redundancy requires that a specific
anticodon (Ti) recognizes several different codons (Ci) and
maps these onto a single amino acid (A1). Degeneracy
involves anticodons (Ti) binding to codons (Ci) in
which each of the anticodons is associated with the same
amino acid.
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The code is interpreted as error buffering,
ensuring that biochemically similar amino acids
are encoded by sets of similar codons. A good
example of this correspondence is that amino
acids with a U at the second codon position are
all hydrophobic whereas those with an A are all
hydrophilic. These adaptive theories, can help
to explain how the otherwise arbitrary codon
assignments in the genetic code show so little
variability across distantly related species. In this
paper, we are not considering the adaptive
benefit of assignment. We consider another
feature of the genetic code, which shows far
greater variability: the diversity of translational
binding. Whereas adaptive theories for assign-
ment rules seek to explain uniform features of
the genetic code, we seek to explain using
adaptive arguments, diverse features of the
genetic anticodeFthe mapping between codon
and anticodon or anticodon and amino acid.

Translational Parasitism

In this paper, we explore the result of
assuming that the code evolved and persists in
an environment in which there is a constant risk
of translational parasitism. This takes the form
of short sequences of RNA or DNA which make
use of a host’s protein-synthesis machinery. A
contemporary example is a virus, an obligate
parasite, incapable of self-replication without
host factors. Increased resistance against infec-
tion can be achieved in two ways: by (1) biasing
the anticodons of the host tRNA pool away
from the parasite codon set through reduced
anticodon–codon binding specificity, or (2)
modifying the copy number of a tRNA antic-
odon required by the parasite. These strategies
can be effective as the translation of highly
expressed parasite genes requires large numbers
of complementary anticodons in the host (Ben-
netzen & Hall, 1982; Kurland, 1991; Lammertyn
et al., 1996). Modifying anticodons and tRNA
availabilities restrict virus genomes access to
host protein-synthesis machinery.

ANTICODON REDUNDANCY AND DEGENERACY

Anticodon redundancy will be taken to refer
to cases where identical elements (anticodons)
can process alternative inputs (different codons)
to produce a single outcome (translation into an
amino acid). Whereas anticodon degeneracy
involves non-identical elements (different anti-
codons) processing alternative inputs (different
codons) to produce a single outcome (translation
into an amino acid). These two strategies are
illustrated in Fig. 1. Within the standard code,
the total number of tRNAs can vary theoreti-
cally between 22, in which case each anticodon
recognizes on average three codons, to 61 in
which case each anticodon binds strictly to its
complementary codon (setting aside the three
stop codons). This leads to two or more tRNAs
carrying the same amino acid (isoaccepting
tRNAs). Using the above terminology, employ-
ing a large number of specific anticodons (61 for
example) to encode 20 amino acids is a strategy
of degeneracy, as non-identical anticodons must
map onto a common set of amino acids. By
employing a smaller number of anticodons than
codons, the system becomes redundant, as the
same anticodon is required to bind to more than
one codon.

Anticodon redundancy arises through mod-
ification of the standard Watson–Crick base-
pairing rules, whereas degenerate anticodons
arise by ensuring that the rules are interpreted
strictly. Assuming complete degeneracy 61
tRNAs are required to bind all 20 amino acids.
For both redundancy and degeneracy, each of
the tRNAs is charged with one amino acid by
one of 20 tRNA synthetase enzymes and thereby
both lead to synonym redundancy in the code.



Fig. 2. The relationship between genome size and
tRNA gene numbers for three eucaryotic and five
procaryotic species. One observes a strong influence of
genome size on the degree of anticodon redundancy and
degeneracy. Small genomes tend towards redundancy,
whereas large genomes favor degeneracy.

DYNAMIC OF PROTEIN TRANSLATION 99
A redundant strategy allows genomes to carry
fewer tRNA molecules and acts as a simple
mechanism for error buffering by not distin-
guishing among similar codons. However, re-
dundancy involves a potential cost in terms of
reduced binding specificity and more frequent
mismatch errors (Knight et al., 1999).

Degeneracy provides greater specificity of
binding, reducing translation errors by reducing
the incidence of near-cognate codon readings. It
also has the benefit of greater evolutionary
flexibility as the number of elements available
for potential modification is increased. With a
degenerate strategy, the set of bound codons can
be modified by simply expanding or contracting
the set of anticodons. However, a degenerate
strategy requires more tRNAs and an attendant
increase in the genome size. Large genomes can
impose a fitness cost both in terms of reduced
replication rates and increased mutational loads.

Anticodon redundancy and anticodon degen-
eracy are of interest as they influence the fidelity
of translation, the rate of replication, and code
modifiability.

The degree of redundancy at one extreme and
degeneracy at the other spans the theoretical
range. Metazoan mitochondria decode all co-
dons with around 22 different tRNAs. In order
to do so, mitochondria have evolved special
redundant mechanisms of translation and have
zero degeneracy. Each mitochondrial tRNA is
used for a set of two or four redundant codons.
Those tRNAs interacting with a four-member
set, employ a U at the 50 terminus of the
anticodon able to interact with any of the four
bases of the codon. In contrast, Homo sapiens
carry around 51 unique tRNAs; C. elegans

around 47; Drosophila melanogaster 44; Saccha-
romyces cerevisiae 41; Haemophilus influenzae 36;
Helicobacter pylori 33; and Borrelia burgdorferi

29. In Fig. 2, we have plotted the number of
different tRNA genes as a function of genome
size for a number of procaryotic and eucaryotic
species. One finds that genome size is a strong
determinant or translational strategy. Smaller
genomes favor redundancy, whereas larger
genomes favor degeneracy. This observation
relates to Kurland’s seminal work on the
econimization principle, wherein he proposes
that genome size exerts a very strong selection
pressure on redundancy and on the modifiability
of the genetic code (Anderson & Kurland, 1998).

A third source of redundancy in the code
relates to the number of tRNA gene copies
associated with each anticodon. Thus, for a
given amino acid there can be one or more
tRNA gene copies, the numbers of which
influence the efficiency of translation. Increasing
the number of duplicates of a given tRNA has
been shown to significantly amplify the rate of
translation of highly expressed genes (Bulmer,
1991; Dong et al., 1995; Sharp et al., 1993).

To explore how translational parasitism might
influence translational strategies, we have devel-
oped a number of models in which parasites and
their hosts vary the degree of effective synonym
redundancy in their genomes (how many synon-
ymous codons are employed), and in which hosts
can vary the specificity and number of their
tRNA molecules (degeneracy). Such models
have obvious parallels with the ‘‘red queen’’
hypothesis for the evolution of sex (Hamilton
et al., 1990). In this hypothesis diversity among
genes is associated with greater resistance to
infection. Here, the hypothesis is extended, to
encompass the structure of the translational
apparatus. The red queen metaphor describes
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situations in which improvements in one species
are matched by commensurate improvements in
a competitor (Van Valen, 1973). Applied to
protein synthesis, the net result is that whereas
translational strategies change, mean fitness
remains constant. In this paper, we explore the
coevolution of host translation and parasite
codon usage in order to understand: (1) what
the consequences of different degrees of redun-
dancy and degeneracy are for virus codon usage
and replication, (2) how changes in translation
strategies at the cellular level are influenced by
virus replication at the population level, (3)
review the experimental data relating to mole-
cular mechanisms that might modify host
translation, and (4) provide evidence for shifting
parasite codon usage and its fitness effects.

INFECTION, TRANSLATION, REDUNDANCY,

AND DEGENERACY

To quantify redundancy and degeneracy, and
to explore the consequences of these factors on
the translation of a parasite’s genome, we
develop a model for the translation process of
RNA into proteins. For expositional reasons, we
start by considering the translation of a pair of
synonymous codons by means of a pair of
anticodons into a single amino acid. A general-
ized model for translation of larger sets of
codons is presented in Appendix A.

Consider the translation of a pair of codons
into a single amino acid. We assume that the
fraction of anticodons of type 1, v1; is given by a
and consequently the fraction of host anticodons
of type 2, v2; by 1 � a: These anticodons can be
used by the parasites to translate its codons. We
assume that the parasite can potentially use two
different codons, which occur with fractions c1 ¼
g and c2 ¼ 1� g: Both codons can in principle
bind to both anticodons but do so with different
affinities. We assume that the affinity of codon i
for anticodon j is d (i; j 2 f1; 2g; iaj) and the
affinity of anticodon i for codon j is 1� d
(i; jef1; 2g; i ¼ j). If d is small a codon and
anticodon with the same label will pair with a
high probability, whereas when d is close to 1 the
reverse is true. As the codon abundance of the
parasite can differ from that of the host, the host
can to a certain extent control the replication of
parasites within its cells. We will develop a
simple mechanistic description of the translation
process to infer the consequences of redundancy
and degeneracy on the translation rate of
parasite genomes.

The total rate of binding to codon 1 is given
by g1 ¼ v1ð1� dÞ þ v2d ¼ að1 � dÞ þ ð1� aÞd
and the rate of binding to codon 2 is g2 ¼
v1d þ v2ð1� dÞ ¼ 1 � g1: The average time it
takes for codon i to be matched is given by fi ¼
1=gi: The total translation time is given by the
sum of the time it takes to initiate the translation
process, e (binding of the message to the
ribosome), and the total time to match all
codons

t ¼ eþ c1 f1 þ c2 f2: ð1Þ

Assuming that the extension of the protein is
the rate limiting step, and not the removal of
improperly bound anticodons, the rate of
translation is given by q ¼ 1=t: Given these
assumptions, the rate of translation of a single
amino acid of a parasite l in a host k; is given by

qðd; gÞ

¼
1 � g

1 � ðd þ a� 2daÞ
þ

g
d þ a� 2da

þ e
� ��1

:

The parasite is able to modify only the value of g;
its codon usage, specifying the relative frequency
of synonymous codons. We can ask what value
of g maximizes the rate of translation provided
fixed host anticodon abundances vi and binding
affinities. One finds that this depends on the
binding rates

g14g2 then g ¼ 1;

g2og1 then g ¼ 0:

This tells us that small biases in the host affinity
for codons, results in the exclusive use of the
favored codons by the parasite. The same
reasoning should hold for the translation of
host messagesFall else being equal the host can
optimize its translation process by only using
those codons that give rise to the highest
translation rate. Alternatively, the host can
adjust the affinity matrix or anticodon abun-
dance to optimize translation. However, codon
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usage also determines the error rate during
transcription into mRNA of its nuclear DNA.
A more extensive discussion of translation
efficiency is provided Bulmer (1991) and Xia
(1998).

These assumptions serve as a simple mechan-
istic background for the dynamical models that
follow. We place the translational kinetics into
the larger context of parasite–host population
dynamics. This allows us to explore the ways in
which population level selection feeds back to
modify parasite codon usage and host-transla-
tional strategies.

POPULATION DYNAMICS

The abundance of hosts is given by x and the
abundance of parasites by y: We assume that
parasites infect hosts with an efficiency propor-
tional to translation rates. We also assume that
host-replication rate does not depend on the
translation rate of its own genes. Of course, host-
replication rates must at a certain point depend
on translation rates: when translation rate
approaches zero, hosts cease to exist! However,
for all but a small number of highly expressed
genes, variation in translation rate is not critical
for host-protein production. This is in contrast
to viruses in which replication and translation
are tightly coupled in the life cycle. We can
therefore write down differential equations to
capture the population dynamics of parasites
and hosts as

’x ¼ xðr � yqðd; gÞÞ;

’y ¼ yðxqðd; gÞ � dÞ: ð2Þ

Hosts replicate at a rate xr and experience a
parasite-induced mortality proportional to the
replication rate of the parasite and the parasite
abundance, yqðd; gÞ: The value q is a function
of d and g: The parasite replicates at a rate
proportional to its translation within the host
cells and the total host abundance xqððd; gÞ � dÞ
and experiences mortality at a rate xd: We select
a very simple dynamics whereby hosts and
parasites are completely antagonistic and para-
site transmission is horizontal. As a result, the
host and the parasite have no common interest.
A more complete formulation takes account of
parasites interested in vertical transmission, in
which case host and parasite share a common
good [see van Baalen & Jansen (2001) for
detailed discussion].

The population dynamics of this model are
well known; the densities show neutrally stable
oscillations around the equilibrium. The mean
densities of hosts and parasites over these
oscillations equal the respective equilibrium
densities. The equilibrium abundances of the
parasites and hosts are given by

#x ¼ d=qðd; gÞ and #y ¼ r=qðd; gÞ:

Thus, any increase in the rate of translation leads
to a concomitant reduction in the abundance of
both parasite and host. A reduction in the rate of
translation of host genes, leads to a reduction in
the abundance of parasites without any impact
on the host abundance. This is not surprising as
we assume that other factors influence host-
replication rates. Parasites influence the host
primarily through increased mortality. Given
our assumptions, we hypothesize that over the
course of evolution, translation within the host
should become less and less efficient.

EVOLUTIONARY DYNAMICS OF SINGLE

PARASITE AND HOST

We now embed our translation model within a
population dynamics model of hosts and para-
sites. In this way, we can derive microscopically
the evolutionary dynamics of redundancy. We
do so considering the fate of mutant hosts with
different redundancies. For simplicity, we as-
sume that a change in redundancy is achieved
through a change in the parameter d: This single
parameter allows us to vary redundancy between
0 when d ¼ 1 or 0 and its maximum when d ¼
0:5: We do not vary the translation error rate or
the genome replication rate as a function of the
level of redundancy or degeneracy in this paper.
They consequently exert similar influences on the
population dynamics. Here, we seek to show
how feedback from population dynamics can
influence the genetic anticode. In [Krakauer,
2002], the differences between redundancy and
degeneracy are explored more thoroughly.
We will denote the mutant parameter with
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a superscripted star, hence the mutant affinity is
given by dn: Similarly, we will consider mutant
parasites that have a different codon usage, gn:
The invasion rate of such a mutant when it is
rare, relative to the other resident strains, is a
measure of its fitness (Metz et al., 1992). If a
mutant host is rare it will predominantly be
infected by a resident parasite. Similarly, mutant
parasites will predominantly infect resident
hosts. The dynamics of the resident hosts and
parasites are approximated by system (2) above
as long as the mutants are rare, and the average
densities are given by #x and #y: The dynamics of
rare mutant hosts, xn and parasites yn is given by

’xn ¼ xnðr � yqðdn; gÞÞ;

’yn ¼ ynðxqðd; gnÞ � dÞ:

The average per capita growth rate of a
mutant host when rare is r � #yqðdn; gÞ ¼ rð1�
ðqðdn; gÞ=qðd; gÞÞÞ and the average per capita
growth rate of a mutant parasite when
rare, #xqðd; gnÞ � d ¼ dððqðd; gnÞ=qðd; gÞÞ � 1Þ:
These expressions show that the mutant parasite
can always invade if its translation rate qðd; gnÞ is
larger than that of the resident parasite, whereas
the mutant host can invade if it has a lower value
of qðdn; gÞ than the resident host. These expres-
sions also show that the host that leads to the
highest parasite density cannot be replaced by
any other hosts. The parasite that induces the
lowest host density cannot be replaced by other
parasites. Host evolution thus maximizes para-
site density while parasite evolution minimizes
host density. This is also known as the pessimi-
zation principle (Mylius & Diekmann, 1995).

In creating these worst of possible worlds, the
hosts are selected to minimize q whereas the
parasites are selected to maximize it. Host and
parasites thus have opposing evolutionary inter-
ests. This raises the question as to what
translation rate will be finally established and
the nature of the evolutionary dynamics of
codon usage and redundancy.

To reconstruct the evolutionary dynamics of d

and g; we will derive the evolutionary dynamics
of a trait, following Dieckmann & Law (1996)
and Lande (1979). We first consider the fitness of
a host with a marginally different affinity dn ¼
d þ e: The fitness of this mutant is approximately
�ðer=qðd; gÞÞ @qðdn; gÞ=@dnjdn¼d ¼ �e #y @q=@d: The
time it takes for a mutant to replace the resident
is proportional to � #y @q=@d; a quantity also
known as the selection differential. The prob-
ability for such a mutant to appear per unit of
time is proportional to the total number of
individuals, #x; multiplied by a constant to
incorporate the mutation rate and average
mutational change md : The total change in the
value of d over time is proportional therefore to
�md #x #y @q=@d: For g; a similar argument can be
applied. This yields the following system of
differential equations:

’d ¼ �md #x #y
@q

@d
;

’g ¼ mg #x #y
@q

@g
:

The parameter mg represents the mutation
rates of g: To restrict the evolutionary dynamics
to the unit square these parameters take the
value zero if mutation is outside the unit interval.

To analyze the evolutionary dynamics, we
locate the equilibrium of this system. The
isocline for g is given by d ¼ 1=2; the isocline
for d by g ¼ ðd þ a� 2daÞ2ð1� 2ðd þ a�
2daÞð1� ðd þ a� 2daÞÞÞ�1: The isoclines inter-
sect at d ¼ 1=2; g ¼ 1=2 at which point the
equilibrium of this dynamical system can be
found. If the affinity of the codon–anticodon
bond is the same for both pairs and if the
parasite uses both codons this state cannot be
altered by coevolution. Note that there is
maximum redundancy for these parameter
values.

This does not mean that the evolutionary
dynamics proceed to this equilibrium. Simula-
tions show that the dynamics spiral away from
this point (Fig. 3). The host and the parasites
continuously alter their codon usage and re-
dundancy to make life worse for their competi-
tors. In doing so they modify the translation rate
in opposite directions. This results in a never
ending arms race in which both partners have to
keep running in order to stand still: the evolu-
tionary dynamics of the red queen. If the



Fig. 3. The oscillatory (red queen) dynamics of mono-
morphic host and parasite populations. The dynamics are
depicted as a phase portrait for the parameters d and g: One
observes cycles in the preferred parameter values, with an
increase in redundancy, there is a concomitant decrease in
parasite codon usage and vice versa. Parameter values are:
e ¼ 1; a ¼ b ¼ 0:25; r ¼ d ¼ 0:1 md ¼ 0:25; mg ¼ 1:

Fig. 4. The redundancy quantified over time illustrating
red queen dynamics of monomorphic host and parasite
populations. Parameters as in Fig. 2.
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parasite’s codon usage should remain constant,
the host would modify its codon usage such that
it employed a single, non-matching codon and
redundancy would be minimized. However, the
cyclic evolutionary dynamics cause the redun-
dancy to fluctuate between extreme values
(Fig. 4).

EVOLUTIONARY DYNAMICS OF TWO PAIRS

OF HOST AND PARASITES

In the previous section it was tacitly assumed
that the host and parasite populations are
monomorphic. There is no reason a fortioriori
why this should be the case. In fact, more than
one pair of hosts and parasites can coexist. The
simplest example being two hosts, both with
minimal redundancy achieved using two differ-
ent codons and a pair of parasites specializing on
these hosts.

To investigate the coevolutionary dynamics of
two pairs of hosts and parasites, we need to
consider four different traits. In line with the
previous section, we have chosen the parameter
d1 and d2; which denote the binding rates
between codon and anticodon for hosts 1 and
2, and g1 and g2 which represent the codon
abundances of parasites 1 and 2. Let the
densities of host i be given by xi and the density
of parasite i by yi: The resident dynamics of the
four host and parasites is given by

’x1 ¼ x1ðr � y1q11 � y2q12Þ;

’x2 ¼ x2ðr � y1q21 � y2q22Þ;

’y1 ¼ y1ðx1q11 þ x2q21 � dÞ;

’y2 ¼ y2ðx1q12 þ x2q22 � dÞ ð3Þ

with qij ¼ qðdi; gjÞ: The derivation of the evolu-
tionary dynamics, although tedious, is similar
to the derivation in the previous section (see
Appendix B). Simulations show that the evolu-
tionary cycling disappears when the host and
parasite populations are dimorphic (Fig. 5).
Whereas in the monomorphic case the redun-
dancy fluctuated, here the system evolves to-
wards minimal redundancy. In the evolutionary
equilibrium each host uses a single opposing
anticodon.

Once the hosts have evolved to minimal
redundancy a third host type with maximal
redundancy can appear. In the present model
this host can never invade the system as it will be
attacked by both parasites. If this host derived
an advantage from having more than one
anticodon available, for instance through an
increased r as a result of a buffering, it would
be possible for it to invade and replace the two
incumbent non-redundant hosts. In this way
redundancy might evolve incrementally. The



Fig. 5. The dynamics of dimorphic host and parasite
populations. Both parasites (g parameter) and host (d
parameter) evolve towards minimal redundancy with non-
overlapping codon usage. Populations are initially homo-
geneous. Over the course of evolution the populations
diverge into two-specialized solutions. Parameters as in
Fig. 2.
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detailed modeling and analysis of the evolution-
ary dynamics lies beyond the scope of this paper.

Adaptive Modification of tRNA
Base Composition

The models illustrate how changes in antic-
odon redundancy and degeneracy are expected
to modify parasite replication rates, and how
parasite–host population dynamics feeds-back to
influence translation. In biological systems these
changes could be achieved in one of two ways:
(1) changing the abundance and anticodon usage
of all tRNAs in the germ line or (2) facultatively
modifying individual tRNAs in infected cells
or cellular levels of tRNA expression. The first
solution is problematic as it would interfere with
the translation of host genes, and presumably,
could only occur at a fraction of the rate of
change of parasite codon usage. The second
strategy is preferable, as it could target indivi-
dual cells and operate over very shortFonto-
geneticFtime-scales. In this section, we provide
evidence for molecular mechanisms that modify
redundancy within cells by modifying binding
specificity.

Transfer RNAs possess a large number of
modified bases. These are chemical modifications
of one of the four standard RNA bases, A, G, C
and U. Modification can be modest, in which
case a single methyl group is added to a base, or
more dramatic, in which the purine ring is
restructured. The result of modification is to
change the binding affinity of the anticodon for
the codon, thereby increasing or reducing
adherence to canonical Watson–Crick base-
pairing rules. Furthermore, gene expression of
each tRNA can be modified when a gene
requires a minimum concentration of cognate
tRNAs in order to be expressed. Consider the
following examples:

(i) In papillomavirus, codon bias or modifica-
tion has been observed to suppress the produc-
tion of capsid protein. Upregulating tRNA
expression can restore this protein (Zhou et al.,
1999).

(ii) In E. coli uridine in the wobble position of
tRNAGlu and tRNALys is modified to reduce
the possibility of misreading near-cognate co-
dons and reduces the range of cognate codon
readings. Modification causes GAG to be
translated more slowly and GAA more quickly
than the average codon (Kruger et al., 1998).

(iii) Modification of tRNA bases can alter the
incidence of retroviral ribosomal frameshift
mutations. A modified quinine in the wobble
position increases frameshifting at one frame-
shift site codon and reduces frameshifting at
another site (Carlson et al., 1999).

(iv) In the starfish mitochondrial genome there
is no tRNA anticodon able to translate all four
serine codons. This deficiency is overcome by
having a 7-methylguanosine at the wobble
position, expanding the isoaccepting class such
that the tRNA can form bases with all four
nucleotides through reduced specificity (Mat-
suyama et al., 1998).

(v) Structural studies of tRNA with a queuo-
sine-modified tRNAasp show that this modifies
base pairing. Unmodified tRNAasp form stable
association with GAC and unstable association
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with GAU. The modified form exhibits no bias
for either of these codons and is thought to
regulate protein synthesis under different codon
biases (Morris et al., 1999).

(vi) Wild-type tRNALeu(UUR) found in
mitochondria possess a modified base at the
wobble position. Mutants possess an unmodified
base, and this is associated with the muscle
wasting MELAS disease phenotype. It is
thought that mutants lacking the modification
are unable to decode their cognate codons
efficiently (Wright, 1990a,b).

Thus, widespread modification provides an
facultative means of increasing variability in host
translation machinery, without having to change
genetically tRNA copy numbers or codon usage.
Infected cells undergo anticodon modification
handicapping the highly expressed translational
parasite, without impairing significantly, transla-
tion in uninfected cells.

Correlations in Parasite–Host Codon Usage

In previous sections, we introduced models for
thinking about translation kinetics and evolu-
tionary dynamics. We then provided some
evidence for modification of the anticodon
leading to short-term changes in anticodon
specificity. We now summarize studies in which
codon bias has had a demonstrable effect on the
rate of translation of parasite genes.

Within E. coli rare codons have been shown to
be associated with reduced protein levels (Mak-
rides, 1996; Hernan et al., 1992). In one study,
the gene encoding human alpha-1-antitrypsin
(A1AT), was cloned and expressed as a full-
length, non-fusion gene product in E. coli.
Mutagenesis in vitro to the 50-terminal region
of the gene aimed at improving codon usage in
accordance with its host, increased expression
10–20-fold (Sutiphong et al., 1987).

Codon biases can also be used to regulate gene
expression within a single genome. Translational
pauses within the coat protein of the RNA
bacteriophage MS2 have been located on the
basis of a distribution plot of rare codons and
RNA secondary structure. Discontinuous trans-
lation rates resulting from these patches of rare
codons are thought to allow for optimal folding
of the polypeptide (Guisez et al., 1993).
The Epstein–Barr virus (EBV) can exist either
in a latent state or as a productive infection. A
small set of genes are expressed exclusively
during latency, and a larger set exclusively
during production. There is a significant differ-
ence in the codon usage between these two sets
of genes. In particular, codon usage among
latent genes are markedly different from those of
the host, whereas codon usage of the productive
genes are more similar to those of the host
(Karlin et al., 1990). In one case, the codon
difference is assumed to minimize the deleterious
impact of expression during latency, and in the
other, to maximize the rate of translation.

Codon usage of gene sequences derived from
Autographa californica nuclear polyhedrosis
virus (AcNPV) were compared with that of
firefly luciferase (luc) and the beta subunit of
human chorionic gonadotropin (beta hCG)
expressed at varying levels in a baculovirus
system. The most highly expressed gene of the
set was the luc gene that showed a codon usage
similar to AcNPV genes and a similar G/C
usage at wobble positions (Ranjan & Hasnain,
1995).

Using a maximum-likelihood statistical meth-
od, base composition and codon usage bias have
been shown to covary with arthropod associa-
tion in the genus Flavivirus (Jenkins et al., 2001).
Flaviviruses are transmitted by mosquitoes,
ticks, and between vertebrate hosts. Viruses
associated with ticks have a significantly lower
G+C content than non-vector-borne flavi-
viruses. Mosquito-borne viruses have an inter-
mediate G+C content which is not significantly
different from those of the other two groups.
Furthermore, biases in codon usage that are
independent from base composition are detected
in all flaviviruses, however, these do not covary
with arthropod association.

Human papillomavirus type 16 (HPV-16) is
a major cause of cervical neoplasia, but only a
minority of HPV-16 infections result in cancer.
An investigation of whether cervical neoplasia is
associated with infection with HPV-16 intratypic
variants was undertaken by using RFLP ana-
lyses in a study of 100 HPV-16 DNA-positive
women with or without neoplasia. The associa-
tions between HPV-16 E5 RFLP variants and
neoplasia could not be attributed to differences
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in amino acid sequences, whereas a strong
correlation was observed in codon usage (Bible
et al., 2000). It seems therefore that the transla-
tional advantage gained through codon usage
can make the difference between cancerous and
non-cancerous cell lineages.

To test the possibility that papillomavirus
(PV) late gene codon composition determines the
efficiency of PV late gene expression in some cell
types, synthetic bovine papillomavirus type 1
(BPV1) late genes were constructed with codon
composition modified to resemble the typical
mammalian gene. Expression of these genes
from a strong promoter in Cos-1 cells was
compared with expression of wild-type BPV1
late genes from the same promoter. Both
unmodified and modified PV late genes were
transcribed in Cos-1 cells, but only the codon-
modified genes were translated. Codon composi-
tion thus limits BPV1 late gene translation in
Cos-1 cells, and this limitation can be overcome
by modification of the codon composition of
the genes or by provision of excess tRNA
(Zhou et al., 1999). This study is particularly
intriguing as it demonstrates that inapropriate
codon usage can lead to a complete shut-off of
translation.

Selective codon usage appears to account for a
substantial fraction of the inefficiency of viral
protein synthesis. Re-engineering the coding
sequence of a model protein (Thy-1) with the
most prevalent HIV-1 codons significantly im-
pairs Thy-1 expression, whereas altering the
coding sequence of the jellyfish green fluorescent
protein gene to conform to the favored codons
of highly expressed human proteins results in a
substantial increase in expression efficiency
(Haas et al., 1996).

A requirement of human immunodeficiency
virus (HIV) vaccines is that they induce potent
and durable cellular immune responses. In an
effort to mount a strong response against an
HIV-specific epitope, the highly conserved pro-
tein Gag was selected for modification. Viral
codons were changed to conform to the codon
usage of highly expressed human genes, and
residual inhibitory sequences were removed. The
resulting modified gag gene showed increases
in p55(Gag) protein expression to levels that
ranged from 322- to 966-fold greater than that
for the native gene after transient expression of
293 cells (Zur Megede et al., 2000).

A synthetic human immunodeficiency virus
type 1 gp120 sequence was generated in which
most wild-type codons were replaced with
codons from highly expressed human genes
(syngp120). In vitro expression of syngp120 was
shown to be considerably increased in compar-
ison to that of the respective wild-type sequence
(Andre et al., 1998).

The foregoing examples all serve to illustrate
how tight coupling between the host transla-
tional machinery and virus codon usage can
have a significant impact on the translation rate
of the parasite genome, and indirectly on host
fitness. It is worth emphasizing at this point that
codon bias can result from any number of
processes including mutational bias (Bulmer,
1991), the demands made by DNA folding and
stability (Karlin & Mrazek, 1996) and transla-
tion selection (Sharp et al., 1995). We have
concentrated on the latter because we are
interested in the influence of parasitism on the
genetic translation machinery and the diversity
of the genetic anticode, not because we believe
that translation selection is the dominant cause
of codon bias.

Summary and Conclusions

The mechanisms that organisms employ to
translate proteins remain highly conserved
across taxa. However, at the level of the anti-
codon–codon recognition, there is a great deal of
variation both within and between species. This
variation is reflected in codon usage, tRNA copy
number, and anticodon redundancy, and degen-
eracy. Whereas the genetic code is highly
conserved, the genetic anticode is diverse. In
this paper, degeneracy and redundancy in the
translational machinery of the genetic code have
been explored in relation to infection with
parasites utilizing host protein-synthesis path-
ways. We have suggested that these features of
the translational machinery can be understood,
in part, as adaptations to reduce the costs of
infection. The translational apparatus acts as a
‘‘primitive’’ mechanism of resistance. Assuming
that codon usage influences parasite replication
rate in an asexual host, a monomorphic host
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population (one where all hosts adopt the same
translational strategy) continually modifies its
tRNAs so as to reduce parasite translation
efficiency. Mechanisms which facilitate epige-
netic modification of the anticodon, modifying
codon–anticodon binding specificity, are likely
to have evolved to bring the rate of host
evolution in line with the rapid genetic evolution
of parasites.

When populations contain more than one host
type (hosts vary in their anticodon redundancy
and degeneracy), then each host and parasite
pair evolve towards low levels of redundancy
whereas the population as a whole becomes
polymorphic in codon usage. Thus, each parasite
becomes a translational specialist on a unique
host tRNA background.

By now evolutionary biologists are familiar
with the hypothesis that parasites exert a strong
selection pressure on the evolution of sex
(Hamilton et al., 1990). This theory does not
address the fine structure of the genetic appara-
tus, but deals with reductive cell division,
recombination and the cost of males. We have
found that in both monomorphic and poly-
morphic asexual populations, parasites can
promote the diversity of the translational process
itself. In terms of genetic organization, there
appears to be ‘‘plenty of room at the bottom’’
for parasite–host theories.
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APPENDIX A

In this appendix, we formulate a general
description of the translation process. We
assume that there are m different codons, m
anticodons, and n amino acids. The m � 1 vector
c specifies the abundances of each of the m
codons in the RNA strain. The process of
translation involves matching these codons with
tRNA anticodons. The abundance of anticodon
i in the cell is given by elements vi of the
anticodon vector v: The binding rate of antic-
odon i with codon j is given by element wij of the
binding matrix W:

The total rate of binding to codon j is given byPm
i viwij ; hence the average time it takes for a

codon to be matched is given by

fj ¼
Xm

i

viwij

 !�1

: ðA:1Þ

It also follows that codon j is matched with
anticodon i with probability

uij ¼ viwijfj: ðA:2Þ

Because each codon will be matched with an
anticodon, we have

Pm
i¼1 uij ¼ 1: The m � m

matrix U has the probabilities uij as elements.
Each tRNA anticodon is associated with an
amino acid. The association between anticodon
and amino acid is described by the n � m binary
(i.e. containing only zeros and ones) matrix A:
The elements of A are denoted aij: Each column
of A consist of n � 1 zeros and only a single one
as there is a unique association between tRNA
and amino acid. In case there is degeneracy rows
of A can contain many ones. Binary U matrices
are degenerate with no redundancy. Matrices in
which any element uijo1; have redundancy in
the ith anticodon. The abundance in amino acids
after translation is given by AUc:

The total translation time is given by the sum
of the time it takes to initiate the translation
process, e (binding of the message to the
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ribosome), and the total time to match all codons

t ¼ eþ
Xm

j

ðcj fjÞ: ðA:3Þ

Assuming that the extension of the protein is the
rate-limiting step, and not the removal of
improperly bound anticodons, the rate of trans-
lation is given by q ¼ 1=t:

We distinguish between parasite and host
codon usage. Let the m � 1 vector cp contain
the abundances of codons in the parasite genome.
The first step in translation is the transcription
into mRNA, which is a possible source of error.
Another source of error is mutation during
replication. The rate of mutation of parasite
codons during replication is determined by the
matrix B where elements bij specify the prob-
ability of codon i mutating into codon j: Thus,
the effective number of codons of type i is
determined by the product of the mutation
matrix and the codon abundance vector,

p ¼ Bcp:

The total time needed for translation of a parasite
l in a host k is given by tlk: Within a host cell, tlk

is derived from the degree of complementarity
between the parasite and host genomes and is
derived form the mean time for translation of all
parasite codons:

tlk ¼ eþ
Xm

j

ðpjfjÞ:

The rate of translation of parasite l in a host k is
qlk ¼ 1=tlk A parasite is incapable of infecting a
host when qlk ¼ 0: This will result when

P
i fipi

tends to infinity, i.e. when the parasite has a set of
codons which find no match in the host’s set of
anticodons.

APPENDIX B

To derive the evolutionary dynamics in a
system of two hosts and two parasites, we first
observe that the equilibrium values of system are
given by:

#x1 ¼
dðqðd2; g2Þ � qðd2; g1ÞÞ

qðd1; g1Þqðd2; g2Þ � qðd2; g1Þqðd1; g2Þ
;

#x2 ¼
dðqðd1; g1Þ � qðd1; g2ÞÞ

qðd1; g1Þqðd2; g2Þ � qðd2; g1Þqðd1; g2Þ
;

#y1 ¼
rðqðd2; g2Þ � qðd1; g2ÞÞ

qðd1; g1Þqðd2; g2Þ � qðd2; g1Þqðd1; g2Þ
;

#y2 ¼
rðqðd1; g1Þ � qðd2; g1ÞÞ

qðd1; g1Þqðd2; g2Þ � qðd2; g1Þqðd1; g2Þ

and that also in this system, the long-term
averages of the densities converge to the
equilibrium values.

The dynamics of rare mutant hosts xn
1 and xn

2

and parasites yn
1 and yn

2 with respective traits dn
1 ;

dn
2 ; g

n
1 and gn2 are given by:

’xn

1 ¼ xn

1ðr � #y1qðdn

1 ; g1Þ � #y2qðdn

1 ; g2Þ;

’xn

2 ¼ xn

2ðr � #y1qðdn

2 ; g1Þ � #y2qðdn

2 ; g2Þ;

’yn

1 ¼ yn

1ð #x1qðd1; gn1Þ þ #x2qðd2; gn1Þ � dÞ;

’yn

2 ¼ yn

2ð #x1qðd1; gn2Þ þ #x2qðd2; gn2Þ � dÞ

Following the same reasoning as before, we
can derive the evolutionary dynamics as a system
of four coupled ordinary differential equations
of the form:

’d1 ¼ �md #x1 #y1

@qðd; g1Þ
@d

����
d¼d1

þ #y2

@qðd; g2Þ
@d

����
d¼d1

 !
;

’d2 ¼ �md #x2 #y1

@qðd; g1Þ
@d

����
d¼d2

þ #y2

@qðd; g2Þ
@d

����
d¼d2

 !
;

’g1 ¼ mg #y1 #x1
@qðd1; gÞ

@g

����
g¼g1

þ #x2
@qðd2; gÞ

@g

����
g¼g1

 !
;

’g2 ¼ mg #y2 #x1
@qðd1; gÞ

@g

����
g¼g2

þ #x2
@qðd2; gÞ

@g

����
g¼g2

 !
:

The values of all evolutionary parameters are
restricted to the unit interval. It is easy to show
that d1 ¼ d2 ¼ g1 ¼ g2 ¼ 1=2 is an equilibrium of
this and that this equilibrium is unstable. For
further results, we numerically integrated this
system of ODE’s.
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