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Abstract. A graph theoretic analysis is made of the m-spin correlation functions of the 
A-state Potts model. In paper I, the correlation functions for m = 2  were expressed in 
terms of rooted mod4  flow polynomials. Here we introduce a more general type of 
polynomial, the partitioned m-rooted flow polynomial, which plays a fundamental role in 
the calculation of the multispin correlation functions. The m-rooted equivalent trans- 
missivities of Tsallis and Levy are interpreted in terms of percolation theory and are 
expressed as linear combinations of the above correlation functions. 

1. Introduction 

Since its formulation (Potts 1952), the A-state Potts model has been extensively studied 
(for a review of the subject see Wu 1982). An interesting and widely quoted probabilistic 
interpretation of this model has been given (Kasteleyn and Fortuin 1969, Wu 1978) 
which places the Potts model in the context of percolation theory. This relation has 
advantages in both directions. On the one hand it allows the powerful techniques 
developed in the theory of thermal critical phenomena to be used in the study of 
percolation problems. On the other hand it allows the geometric insights gained from 
the study of percolation theory to become useful in understanding critical phenomena 
in general. 

Kasteleyn and Fortuin (1969) used a variable per directly related to the interaction 
parameter, which is the probability that the edge e is present in the corresponding 
percolation model. Recently Essam and Tsallis (1985, paper I of this series which will 
hereafter be referred to as m i )  showed that, by using a different but related variable 
t , ,  the connection with percolation theory could be maintained but in addition their 
interpretation related the partition function and the spin pair correlation function to 
the expected number of mod-A flows. Thus the geometric intuition associated with 
the motion of fluid in a network could be brought to bear on the Potts model. The 
variable t,  is the ‘thermal transmissivity” of the edge e used by Tsallis and Levy (1981) 
in their real space renormalisation group studies (see also Yeomans and Stinchcombe 
1980); t is also the w variable of Domb (1974). It was also shown in PFI that for any 
spin cluster with graph G, the correlation function between spins s, and s2 is propor- 
tional to the ‘equivalent transmissivity’ tgq(t, G) between roots 1 and 2 of G which 
was so important in the development of real space renormalisation group methods for 
the Potts model (Tsallis and Levy 1981; for a review see Tsallis 1986). 
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The ‘equivalent transmissivity’ is the ratio of two multilinear forms in the t ,  variables, 
a numerator Nlz( t, G) and a denominator D( t ,  G) which is proportional to the partition 
function Z(r, G). For G’E G the coefficient of IIesG, t, in D(t,  G) was shown ( m i )  

to be equal to the number of proper mod-A flows on G’ which is a polynomial in A 
called the flow polynomial F ( h ,  G’) (Tutte 1954, 1984, Rota 1964). Thus D(t ,  G) is 
the generating function for F(A,  G’), Similarly NI2( t ,  G) is the generating function 
for the polynomials F,,(h, G’), G‘E G, called rooted flow polynomials in m i .  

F,,(A, G’) is the number of proper mod-A flows on G‘ in the presence of fixed non-zero 
‘external’ flow between the roots. F(A ,  G’) and F,,(A, G’) are both topological 
invariants and F I 2 ( h ,  G’) satisfies the same ‘deletion-contraction rule’ as was derived 
for F ( A ,  G’) by Tutte (1954). The latter rule was shown in PFi to lead to the ‘break- 
collapse equation’ conjectured by Tsallis and Levy (1981) for t 3 (  t, G). 

In the present paper we extend the results of PFl for the spin pair correlation 
function to the correlation function Tlz...m( G) among the components of m spins along 
one of the A special directions in which the spins are allowed to point. T,,(G) and 
Tiz3( G) appear in the field theoretic formulation of the renormalisation group equations 
for the Potts model (Amit 1976). An extension of t::( r, G) to m-rooted graphs ( m  2 2) 
has been introduced by Tsallis and Levy (1981) and t;:3( t, G) has been used in real 
space renormalisation group calculations on the triangular and honeycomb lattices 
(Tsallis and Levy 1981, de Magalhies et a1 1982, Tsallis and dos Santos 1983). Here 
we prove that f;q3( G) is proportional to Tlz3( G). However for m 2 4 no such simple 
relation has been found. 

G) is a linear combination of the equivalent transmissivities 
rbq(G) corresponding to all possible partitions P of the m roots into blocks. This 
relation (see equation ( 3 . 1 8 ~ ) )  is one of the main results of the present paper. We 
call tbq( G) a partitioned m-rooted equivalent transmissivity. The equivalent trans- 
missivity t;4...m( G) is the special case of tbq( G) in which P has only one block. In the 
limit A + 1, t’,(G) becomes the probability C,(G) that the roots 1 ,2 , .  . . , m of G are 
connected in blocks according to the partition P in a bond percolation process. In 
other words, roots which belong to the same block of P are connected by an open 
path (i.e. a path formed by edges which are present) while roots which belong to 
different blocks are not connected in this way. CI2( G) is the usual pair-connectedness 
function (Essam 1972) and we call Cp( G) the partitioned m-rooted connectedness. A 
similar partitioning also appears in the transfer matrix formulation of the Potts model 
(Blote and Nightingale 1982). 

In order to express tbq(G) in terms of correlation functions it is necessary to 
introduce corresponding partitioned correlation functions T,( G) involving spin com- 
ponents along several of the different special directions (one direction for each block). 
For given m, we show (equations (3.41a) and (3.44) together) that T,(G) is a linear 
cambination of the t;q(G), P’E B ( M )  where B ( M )  is the set of all partitions of 
M = {1,2, . . . , m}. For m = 4 these relations are explicitly inverted (equations (3.46) 
and (3.40a)) to give tEq(G) as a linear combination of the r,,( G), P’E B ( M ) .  We 
expect that the relations for m > 4 are also invertible and this provides an interpretation 
of the m-rooted equivalent transmissivities of Tsallis and Levy (1981) in terms of the 
more usual spin correlation functions. In papers 111 and IV (de MagalhIes and Essam 
1986a, b, which we shall refer to hereafter as P F ~  and P F ~  respectively) we develop 
powerful techniques which enable the computation of tEq(G) for large clusters. The 
above relations enable the partitioned correlation functions to be found once the 
equivalent transmissivities have been calculated. 

It turns out that 
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All the partitioned equivalent transmissivities for a given graph G may be expressed 
as the ratio of two bond percolation averages having a common denominator D ( G )  
and a numerator N,(G) depending on the partition (see equation (3.186)). As 
previously stated, the denominator when expressed as a multilinear form in the t ,  
variables is the generating function for the flow polynomials of its subgraphs. The 
coefficients in the corresponding multilinear expansion of Np( t ,  G) (equation (3.23)) 
are polynomials in A, F,(A, G’), having all of the properties of flow polynomials (see 
54.3) and we shall call them partitioned m-rooted flow polynomials. Similarly to 
F,,(A, G’), we show that F,,,(A, G’) is the number of proper mod-A flows on G‘ given 
that there are two fixed non-zero external flows (between the pairs 1, 2 and 1, 3 say). 
Examples of F12(A, G) and Fl,,(A, G) may be seen in Amit (1976), but the interpretation 
in terms of flows seems not to have been recognised. For m 3 4 it appears that there 
is no similar combinatorial problem which determines &(A, G’). However, we shall 
show that, for general m, the partitioned flow polynomials may be expressed as linear 
combinations of unrooted flow polynomials. 

The Fp( A, G) will play a vital role in the development of formulae for the calculation 
of partitioned equivalent transmissivities (and hence correlation functions) of large 
networks by decomposition into (or construction from) smaller parts ( P F ~  and PF4). 

They are, of course, also important in the derivation of series expansions for correlation 
functions of lattice systems. Finally, F,(h, G) evaluated at A = 1 will be called the d p  
weight of G since it is a generalisation of the d weights which arise in the pair- 
connectedness of bond percolation theory (Essam 1971b). 

All our results concerning r12,,,,,( G), and more generally r,( G), are expressed in 
a general variable t , ( p )  which contains the p e  and t ,  variables as particular cases. 
The multilinear forms of D(G) and N,(G) in the p,  variables are the generating 
functions for the chromatic polynomials of graph theory P(A,  G’) (see e.g. Tutte 
1984) and what we call the partitioned m-rooted chromatic polynomials P,(A, G’) 
respectively. These polynomials in A, unlike F(A ,  G’) and &(A, G’), are not topological 
invariants and they do not vanish for graphs with ‘dangling ends’. This is one of the 
disadvantages of the use of the p variable. In fact, we show that the t variable is more 
convenient than the p variable in many respects. 

The plan of this paper is as follows. First (0 2) we define the model, review the 
known results for the partition function and two-rooted functions previously obtained 
in the p and t variables (Kasteleyn and Fortuin 1969 and PFI respectively), and show 
that they can be derived simultaneously using the general I( p )  variable. In 8 3, we 
derive two alternative expressions for T12.. .m( G) (and r,( G)) which are then expanded 
in the te( p )  variables. In § 4, we study other quantities related to Fp(A, G) and show 
that a knowledge of the Fp and F allows the calculation of Z ( G ) ,  rI2,,. , ,(G) (and 
r,(G)) in both the t and p variables. The properties of &(A, G) are also derived in 
this section. The resulting properties of Np( t, G) and hence tLq( t, G) are derived in 
0 5 and the corresponding properties in the p variable are also given. The advantages 
of the t over the p variable are given in 0 6 .  Finally the limiting case of bond percolation 
( A  + 1) is studied in 0 7. 

2. Model and review of known results 

2.1. Partition function expressed in the t and p variables 
Let us consider a graph G with vertex set V and edge set E. We shall denote by IVI 
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and IEl the numbers of vertices and edges of G respectively; in general we shall denote 
by IRl the number of elements in a given set R. 

Let us associate with each vertex i of V a spin vector si of length s which can take 
on one of A values e, (a = 1,2,. . . , A )  which are the position vectors of the comers 
of a ( A  - 1)-dimensional hypertetrahedron relative to its centre. 

The Hamiltonian of the A-state Potts model associated with a graph G can be 
written in terms of these spin vectors as 

where J, is the coupling constant between the spins si and sj associated with the edge 
e. The sum in equation (2.1) includes all the interacting spin pairs on G. 

The partition function Z ( G )  associated with the graph G is defined by 

(2.2a) 

with 

K,  = Jep p 3 l / kBT (2.26) 

where TrG means sum over all positions of the spin vectors si ,  i E  K 
Let G’ be a partial graph of G, i.e. a subgraph of G with vertex set V and edge 

set E ’ s  E, and let Q(G’)  be a function defined on the set of such subgraphs. For 
example, Q(G’) could be the number of components, w(G’), or the number of 
independent cycles, c(G’), in G‘. Suppose also that u,(eE E )  is a function defined 
on the edge set E of G and denote the edge set of the complement of G’ with respect 
to G by E\E’. Then we call 

the percolation average of Q relative to the U variable. For Os U, s 1 ( V e  E E ) ,  this 
quantity is indeed the average over all configurations in a bond percolation model in 
which the edge e has probability U, of being present independently of all other edges 
(see, for example, Wu 1978). 

If s2=A-1  and 

p ,  = 1 - exp( - AK,) (2.4) 
then Z ( G )  can be expressed as (Kasteleyn and Fortuin 1969) 

where the symbol p represents the vector ( p ,  , p 2 ,  . . . , p i E , )  and 

Abp) = exp[ ( A  - 1) K,]. (2.5b) 
In PFi the variable 

1 -exp(-AK,) 
l+(A-l)exp(-AK,) 

te = 

was used instead of p ,  and it was found, for sz = A - 1, that 
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where the symbol t represents ( t l ,  t 2 , .  . . , t lEJ and 

AV'=A-'{exp[(A - l )Ke]+(A - 1 )  exp(-K,)}. (2.7b) 

The variable t ,  was also used by Domb (1974) in a series expansion analysis of 
the partition function. te appeared also in many real space renormalisation group 
calculations (Yeomans and Stinchcombe 1980, Tsallis and Levy 1981, etc) and was 
called by Tsallis and Levy (1981) the 'thermal transmissivity' associated with edge e. 

The averages ( A W ) G , p  and ( A C ) G , f  may be interpreted (PFI )  in terms of expected 
numbers of colourings and flows respectively. The fact that the number of flows is a 
topological invariant was shown in PFI to lead to considerable simplification in the 
coefficients of the multilinear form of ( A C ) G , r .  

We shall find in our analysis of the correlation functions that there is a parallelism 
between formulae using the t variable and the corresponding formulae using the p 
variable. This can be seen already in expressions ( 2 . 5 ~ )  and ( 2 . 7 ~ )  for Z ( G )  and we 
now show that these expressions have a common origin. 

Using (3.2) of PFi it is easily seen that for arbitrary p 

exP(Keeu, * eu,)=Ae(p)[pte(p)S(ai, a j )+(1- te (p) ) l  ( 2 . 8 ~ )  
where 

1 -exp[-AK,s2/(A - l ) ]  
e W -  ' ( ) -  1+(p - 1 )  exp[-AK,s2/(A - l ) ]  (2.8b) 

and 

A,(pL)=~~- ' {exp(K,s* )+(p- l )  exp[-K,s2/(A -l)]}.  ( 2 . 8 ~ )  

Now 

z ( G ) =  i a * *  i n exp(Keeu<.eu,) 
u l = l  alvl=l e € €  

and if we substitute ( 2 . 8 ~ )  into (2.9) and expand the product we obtain 

(2.9) 

(2.10) 

Since the S functions impose the condition that two spins linked by an edge have 
the same state variable a, we obtain 

(2.11) 

Now by Euler's law (Harary 1969) 

c( G')  = ] E ' [  - I V I  + W (  G') (2.12) 
and hence 

(2.13) 
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Notice that if s2 = A - 1, then from (2.8b) it follows that r,(l) = p e  and t e ( A )  = re 
and from ( 2 . 8 ~ )  that Ae(l)=AbP) and Ae(A)=AY).  Therefore ( 2 . 5 ~ )  and ( 2 . 7 ~ )  
correspond to the respective cases /.L = 1 and p = A of (2.13). 

Expansion of the product over ( 1  - t e ( ~ ) )  in the average ( (A/p)WwC)G,r (w)  leads to 

( 2 . 1 4 ~ )  

(2.14b) 

where G" is a partial graph of G'. Throughout this paper we shall assume that a prime 
on any graph refers to any of its partial graphs. 

Equation ( 2 . 1 4 ~ )  reduces for p = A and s2 = A - 1 to the multilinear form of D( t, G) 
obtained in PFI,  namely 

(2.15) 

where F(A ,  G) is the flow polynomial of G (see PFi and references therein) which is 
given by 

F(A,  G) = 1 (-l)lE\E'lAc(G'). (2.16) 
G'E G 

In the case of p = 1 and s2 = A - 1,  ( 2 . 1 4 ~ )  becomes 

where P(A,  G) is given by 

(2.17) 

(2.18) 

Equation (2.18) is a well known formula (Birkhoff 1912) for the chromatic poly- 
nomial P(A, G) of the graph G with A colours. It represents the number of ways in 
which we can colour the vertices of G with A colours in such a way that no two 
adjacent vertices are coloured alike. 

2.2. Pair correlation function in the t variable 

It has been proved ( w i )  that the correlation function between the spins s1 and s2 can 
be expressed in the t variable as 

(2.19) 
where ( ): means a thermal average (this should not be confused with the average 
defined in (2.3)) and 

(2.20) 

(2.21a) 

(SI * s,)', = ( A  - l ) t t ? (  t, G) 

t X t ,  G) = N 1 2 ( t ,  G ) / D ( t ,  G ) .  

N12(t, G) = ( A  CY12)G,r 

D(t ,  G )  is defined in (2.15) and N , 2 ( f ,  G) is 

where, in the defining equation (2.3), 

if 1 is connected to 2 on G' 

otherwise. 
Y12(G') = (2.21b) 
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1 and 2 are the vertices where the spins s, and s2 are respectively located and they are 
called the roots of the graph G. 

rf:( t, G) is what Tsallis and Levy (1981) called the 'equivalent transmissivity' 
between 1 and 2 in a graph G. It represents the thermal transmissivity of a single 
equivalent edge linking the spins s, and s2 which interact through an equivalent (or 
effective) coupling constant Jeq (see PFI) .  

In the same way as D(r, G), NI2(r, G) also has an interpretation in terms of flows 
(PFi). The multilinear expansion of N I 2 ( f ,  G) in the t variable is (cf PFi): 

(2.22) 

where the two-rooted flow polynomial F,,(A, G) is a topological invariant given by 

(2.23) 

F,,(A, G) is related to the unrooted flow polynomial through (PFi)  

F i z ( A ,  G) = F(A,  G U g)/(A - 1) (2.24) 

where g is an extra edge which links the roots 1 and 2. Hence F12(A, G) represents 
(see PFi) the number of proper mod-A flows in (G U g )  with a fixed non-zero value 
on g. In other words, F,,(A, G) is the number of proper m o d 4  flows in G in the 
presence of a fixed non-null external flow. 

Similar results were obtained for (s, - s,)', in the p variable by Kasteleyn and Fortuirl 
(1969). The results for the pair correlation function in both t and p variables could 
have been obtained simultaneously by following a similar procedure to that of § 2.1. 
In the next section we shall do this for the m-spin correlation functions. 

3. m-spin correlation functions 

The correlation function rI2...,( G) among the components s,,, s,,, . . . , s,, of the m 
spins s, , s2 ,  . . . , s, along the direction of e, is defined as 

r l 2 , , , m ( G )  = ( s I I s ~ I  * . . s m l ) L  

where in general the spin component along the direction of e, is given by 

si, = s i *  e,/s i = 1 ,2 , .  . . , m (3.lb) 

and the trace is over all positions of the ]VI spin vectors sj in G. The special vertices 
1 ,2 , .  . . , m on which s,, s,,. . . , s, are respectively located constitute the roots of G. 

In $ 0  3.1 and 3.2 we derive, by two different procedures, alternative expressions, 
as well as their corresponding multilinear expansions, for I'l2.,.,( t ( p ) ,  G) in the general 
t ( ~ )  variable (see definition (2.86)). Explicit expressions are given for T12...,( t ,  G) 
and T12...,(p, G). In the first approach, by introducing a 'ghost spin' which couples 
with s,, s 2 , .  . . , s,, we obtain an expression for rlz,,.,(r(p), G) which involves partial 
derivatives of D( t ( p ) ,  G') (defined in (2.14a)), where G+ is the graph obtained from 
G by adding an extra vertex which links to the m roots. The multilinear expansion 
of the numerator of r12.., ,(G) in t (or p )  involves flow polynomials (or chromatic 
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polynomials) of subgraphs of G'. The second procedure is an extension of the one 
used in § 2.1 for the partition function, and G) is expressed in terms of m-rooted 
partitioned equivalent transmissivities tbq( G). In § 3.3 similar expressions are found 
for the partitioned correlation functions I-,( G). The multilinear form in the t variable 
of the numerator Np( f ,  G) of r;q( t, G) involves partitioned m-rooted flow polynomials 
&(A, G') whose importance has already been stressed in the introduction. 

3.1. Expression of r,2,,,,(G) in terms of unrooted functions 

One way of calculating rl2,.,,(G) is by introducing a 'ghost spin' sg which interacts 
with the m spins sl, s 2 , .  . . , s, through the respective coupling constants J , ,  J , ,  . . . , J,. 
We shall denote by G+ the graph G u  K , , ,  where K , , ,  is the star graph formed by 
g, U g2 . . . U g,, gi being the edge which links sg to si. Differentiating Z (  G+) m times 
we get 

Tracing over the positions of sg we easily derive that, at K ,  = K ,  = = K ,  = 0 

a a a  
r12...,,(G) = s-m(z(G+))-l---. . . - -z(G+)I (3.3) 

aK, d K 2 d K l  K , = K 2 = . .  .=K,=O 

Combining (2.13), (2.8b), ( 2 . 8 ~ )  and (3.3) we find that 

r 1 2 . . . m ( t ( ~ ) ,  G) 

(3.4) 

where Wj( M )  is the set of all possible combinations of j indices { i,, i 2 ,  . . . , i,} chosen 
from M = { 1 , 2 , .  . . , m}; for j = 0 there is only one term, namely ( ( A / p )  - l)"D(G+), 
in the second sum. 

Using the multilinear form of D ( f ( p ) ,  G), ( 2 . 1 4 ~ )  and (3.4) we finally obtain 

r 1 2 . . . m ( t ( ~ ) ,  GI 

A-1 
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Notice that for p = A, only the term j = m contributes to  T12...,,,( G) and we obtain 
for s2 = A - 1 that 

For p = 1 and s2 = A - 1 (3.5a) reduces to 

x ( - A ) ' ( - - ~ ) ~ ~ ' ~ P ( A ,  G ' u g i , u . .  . u g i , )  n pe) 
e €  E' 

1 \ - 1  

(3.6) 

( 3 . 7 ~ ~ )  

where for the j = 0 term 

P(A,  G' U g,, U .  . . U  gz,) l ,=o = P(A, G' U e )  = A P ( A ,  G'). (3.7b) 

From (3.6) and (3.7a), we see that the form of rI2.,, , ,(G) is much simpler when 
expressed in the t variable than in the p variable. 

3.2. Expression of T12., . , , (  G) in terms of partitioned equivalent transmissivities 

An alternative procedure for deriving T12...,,( G) which leads to results that generalise 
the ones quoted in § 2.2 follows along the same lines as the procedure used in § 2.1. 
The combination of (2.8a) with (3.1~1) leads to the following expression similar to 
(2.10): 

. * f: ( ~ 1 1 ~ 2 1  * * * s m 1  e s E '  n (Pte(p)a(ai, aj))  eeE\E'  fl [ l - t e ( p ) l ) *  (3.8) 
Ulvl=l 

Each G' defines a partition P' of the set M = {1,2, . . . , m }  of roots into b' blocks 
B 1 ,  B2 ,  . . . , Bb,,  where the roots in each block are connected in G' and roots belonging 
to different blocks are not connected. In the example shown in figure l (b ) ,  the partition 
P' has two blocks B1 = {1,2} and B, = {3,4}. p:- 3 4 

I 

--U 
J 2 k J 2 k n 

(bl 

ibLI 
la1 

Figure 1. Example of a partial graph ( b )  of a graph G (a)  with roots 1, 2, 3,  4 (indicated 
by open circles) partitioned into b' = 2 blocks: E, = {l ,  2) and B, = {3,4}. The missing 
edges are represented by broken lines and the non-rooted vertices by full circles. 
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Carrying out the CY summations for the spins which do not belong to the rooted 
components of G' we obtain 

where 

(3.9b) 

In definition (3.96), I ,  is the number of roots in the block B of the partition P'. 
Since by symmetry (ea * ea)'" when summed on CY is independent of p, it follows that 

(3.10) 

But from a straightforward generalisation, to an arbitrary value of s, of (5.4) of PF1, 

we see that the flow polynomial for the graph RI, consisting of two vertices U and U 
with 1, edges in parallel is given by 

Combining (3.9b), (3.10) and (3.11) we obtain that 

(3.1 1) 

(3.12~) 

where 

is the flow polynomial for the 'interface graph' I p r  which has a vertex for each block 
of P' and the vertex corresponding to block B is connected to an 'external' vertex U 
by an edge of multiplicity I , .  

Notice that the general formula for F(A,  RI,) can be derived from (2.16). It is 
given by 

F ( A ,  RlJ = - (* - ')[(A - 1 ) ' B - ' +  ( - 1 ) ' B ]  2B = 1,2, . . . . (3.12~) 

Now in order to obtain an expression for rI2... , ,(G) in terms of equivalent trans- 
missivities which extends (2.19), we need to define a generalisation of the 'connected- 
ness indicator' (2.21 b) ,  namely 

if all pairs of roots in the same block of P' 
are connected in G' and there is no connection 
among roots in different blocks lo otherwise (3.13) 

where P'= { B , ,  BZ, . . . , Bb,}.  For a specific P' we shall use as a subscript of y the 
actual roots separated by commas whenever they belong to different blocks. For 

A 

1 

Y P 4  G') = 



The Potts model and jlows: I Z  1665 

example, in figure 1( b )  y12,34( G‘) = 1 because 1 is connected to 2 and 3 is connected 
to 4 on G‘, but ~ 1 2 3 , 4 (  G’) = 0 because 1,  2 and 3 are not connected among themselves 
and 4 is not unconnected to the other roots. 

M = { 1 ,2 ,  . . . , m } .  For example, if M = { 1 , 2 , 3 }  then 
Let us define B(M) to be the set of all possible partitions of the set 

P(1, 2 ,3 )={P1 ,  P ~ , P ~ , P ~ , P s }  

where 

PI = ((11; (2); (3)) 

P2 = {{1,21; (31) 

p 3  = {{1,3}; (211 

$4 = 31); {1}} 

P5 = {{1,2,3)1. 

Observe that, in this case, the following equality holds for an arbitrary three-rooted 

Y 1 , 2 , 3 ( G ) + Y 1 2 , 3 ( G ) + Y 1 3 , 2 ( G ) f Y 2 3 , 1 ( G ) + Y 1 2 3 ( G ) =  1 .  (3.14) 

graph G: 

In general for an m-rooted graph G, the following identity holds: 

Using identity (3.15) we can rewrite TI2...,,( G’) ( 3 . 1 2 ~ )  as 

(3.15) 

(3.16) 

Substituting (3.16) into ( 3 . 9 ~ )  and interchanging the sum over G‘ implied by the 
angular brackets and the sum over P we obtain 

(3.17) 

In fact we do not need to consider all the partitions P of P ( M )  since F(A ,  R I )  = 0 
(cf ( 3 . 1 2 ~ ) )  and hence F(A,  Zp) = 0 for all 9 which contain blocks with isolated roots 
(i.e. with le = 1 ) .  If we define @ ( M )  as the set of all partitions of M into blocks, each 
6f which has at least two roots, then we can rewrite (3.17) as 

( 3 . 1 8 ~ )  

(3.18b) 
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where D(t ,  G) is given by (2.15) and N,(t, G) is a generalisation of N I 2 ( t ,  G) ( 2 . 2 1 ~ )  
given by 

NP(f, G ) = ( A c ? P ) G , t *  (3.19b) 

In the case when p = 1 and s 2 =  A - 1 (where t , ( p )  = p , ) ,  fbq(f(p), G) reduces to 

( 3 . 2 0 ~ )  tbq( P ,  G )  = N P (  P,  GI /  D( P ,  G )  
where D ( p ,  G )  is defined in (2.17) and N,(p, G )  is 

N P ( p ,  G)=(A"yP)G,p. (3.206) 

We shall call tbq( t (  p ), G) the partitioned m-rooted equivalent transmissivity 
expressed in the t ( p )  variable since it reduces, for P containing only one block (i.e. 
for b = 1; we shall, throughout this paper, denote by b the number of blocks of a 
partition P) and t , (p )  = t,, to the equivalent transmissivity ?;4 m (  t,  G )  among the roots 
1 , 2 , .  . . m which appears in Tsallis and Levy (1981) as G{t,}. 

If we set s2 = A - 1 then ( 3 . 1 8 ~ )  particularised for m = 2 , 3  and  4 becomes respec- 
tively 

(3.21a) 

(3.21b) 

riZ(t(~U), G) = t ; ' i ( t(p), G) 

r 1 2 3 ( f ( ~ ) ,  G )  = ( A  -2)(A - 1)-"2t;423(t(p), G) 

r1234(f(p), G) =(A2-3A + 3 ) ( A  - 1 ) - ' t ? ; 3 4 ( t ( ~ ) ,  G I +  f ; 9 2 , 3 4 ( f ( ~ ) ,  G )  

+ t 2 , 2 4 ( t ( C L ) ,  G ) +  t t2 ,23(f(P.) ,  G). 

It may be shown that the ( A  - 1 )  Cartesian components 

( 3 . 2 1 ~ )  

( i  = 1 , 2 , .  . . , A - 1 )  
of (sl s,)', are equal, and  we see that ( 3 . 2 1 ~ )  for t , ( p )  = t ,  agrees with (2.19) obtained 
previously ( P F I ) .  It is also clear from (3.21), and more generally from (3.18a), that 
ri2 ,(GI is proportional to tf4 ,(G) only for m = 2  and 3; for m Z 4  the m-spin 
correlation function necessarily involves several partitioned m-rooted equivalent trans- 
missivities. 

Following the same procedure as was used for D ( t ( p ) ,  G) in § 2.1 we obtain that 

where 

Equation ( 3 . 2 2 ~ )  for p = A and  s2  = A - 1 generalises (2.22): 

NP(G G )  ( A ' Y P ) ~ , ~  = 2 FP(A, G') n le 
G ' c  G e €  € '  

( 3 . 2 2 ~ )  

(3.226) 

(3.23) 

where what we shall call the partitioned m-rootedJlow polynomial FP( A, G) generalises 
F,,(A, G) (2.23) and is defined by 

&(A, G) = ( - l ) I E ' , E ' l ~ c ( G ' ) y , ( ~ ' ) .  (3.24) 
G'G G 

For p = 1 and s2 = A - 1,  ( 3 . 2 2 ~ )  becomes 
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where what we call the partitioned m-rooted chromatic polynomial Pp(A, G )  is defined by 

Pp(A, G ) =  C ( - i ) ' E ' ' ~ " ( C ' ) Y p ( ~ f ) .  
G'E G 

(3.26) 

Combination of (3 .18a) ,  (3.19a),  (3.23) and (2.15) leads to the following form for 
r 1 2 . . . m ( t ,  GI: 

(3.27) 

where we inverted the order of the sums over 9 and G' since F (  A, Zp) does not depend 
on G'. 

From (3 .18a) ,  (3.20),  (3.22) and (2 .17)  we obtain in the p variable 

(3 .28)  

3.3. Partitioned correlation functions 

In the previous subsection (equation ( 3 . 2 1 ) )  we saw that the correlation functions 
rI2( G) and r 1 2 3 (  G )  were proportional to the equivalent transmissivities t::( G) and 
t:;3( G) respectively. However r 1 2 3 , (  G) involves the partitioned m-rooted equivalent 
transmissivities t;;,34( G),  t;9,24( G) and G) in addition to G ) .  Here we 
introduce the partitioned correlation functions r,( G) and show that a knowledge of 
the partitioned equivalent transmissivities also determines the I?,( G) and vice versa. 

Let us define Tp(G) in terms of the spin components of ( 3 . l b ) :  
I \ T  

(3 .29)  

where the component index aB is the same for all spins s, in a given block B but 
different for spins in different blocks (i.e. aB, # as, # . . . # as,). By symmetry of the 
Potts model the value of this correlation function is independent of which components 
are chosen for each block, for example 

(3 .30)  

where the comma indicates merely that different components of the spins s1 and s2 
are involved. r ,2  ,(G) referred to previously is the case when P has a single block. 

In order to relate T,(G) to the partitioned equivalent transmissivities, i t  is con- 
venient to introduce a 'ghost' spin for each block and define 

r , , 2 ( a  = ( S l l S 2 2 ) Z  = ( W 2 3 ) T G  

( 3 . 3 1 )  

where sB is the 'ghost' spin for block B and the thermal average is relative to the 
Hamiltonian of G but includes averaging over states of the b 'ghost' spins. The graph 
G; is the graph G augmented by an extra vertex for each block and a 'ghost' edge 
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connecting each vertex in block B to the extra vertex for that block. In the case of a 
single block ( b  = 1 )  Gp' reduces to the graph G+ introduced in 0 3.1. The subscript 0 
indicates that no interaction is associated with the 'ghost' edges. 

The method of 0 3.1 can be easily extended to give the generalisation of (3.5a) by 
noting that I-,( G:) may be obtained by introducing an interaction parameter for each 
'ghost' edge and then using (3.3) with GC replaced by GB+. The multilinear form of 
r , ( f ( F ) ,  Gp') is similar to that of I-12.,, , ,(r(p), G), the only difference being the propor- 
tionality constant (PIA) which should be replaced by ( P / A ) ~ .  In particular, ro(G:) 
is expressed in terms of flow polynomials and the re variables by (3.6) with G'u  Kl, , ,  
replaced by the subgraph of G,' having the edges of G' together with all of the 'ghost' 
edges, namely 

This result shows immediately that 

r,( t ,  G;) = o if P has a block with a single root (3.33) 
since in this case all the required flow polynomials are for graphs with a 'dangling' 
edge and are therefore zero. 

For m 6 3 the only partitions having blocks which contain at least two roots are 
the ones with a single block (previously discussed) and we now use (3.33) to determine 
r1,2(t, G), r12,3(f, G) and r1,2,3(t, G )  in terms of rI2(r, G) and I'123(f, G). In general 

= A - b  A * e *  i ( n  n s i a g r  (3.34) 
a g  = I  m g b = l  BEP i e B  G 

which is a linear combination of partitioned correlations (3.29), but terms in which 
some of the aB, are equal correspond to coarser partitions than P. For example: 

ro(GT,2) = A-2[Ar~z(G) + A ( A  - l)ri,z(G)I (3.35) 
and using (3.33) gives 

r1 ,2 ( f ,  G) = -riz(t, G)/(A - 1) .  (3.36) 
Similarly 

(3.37) 

(3.38) 

r1,2,3(r9 =2r123(f ,  G)/(A - 1 ) ( A  -2).  (3.39) 
The rp(t, G) with m s 3  are therefore expressible in terms of m-rooted equivalent 
transmissivities using (3.21) together with the above results. The generalisation of 
(3.35) and (3.38) is 

(3.40a) 
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where 

(A)b, = A ( A  - 1) . . . ( A  - b'+ 1) (3.40b) 

and P'aP whenever every block of P is contained in a block of P'. The relation 
( 3 . 4 0 ~ )  may be inverted (see, for example, Rota 1964 and references therein) to give 

( 3 . 4 1 ~ )  

where p(P',P) is the Mobius function of the lattice of partitions of m elements. 
Explicitly 

(-1)b'-b(2!)"3(3!)"4.. . ((m - l)!)"m if PIS P 
otherwise. 

(3.41b) 

In the case that P' is the partition {1,2, .  . . , m }  then ai is the number of blocks in P 
with i elements. Otherwise ai is determined in the same way but identifying elements 
in P which are in the same block of P'. For example, if P'= {16,2,35,4,7,8,9} and 
P={1269,34578} then p(P',P)= -2!3!. 

We now consider the generalisation of (3.1 8a )  to partitioned correlation functions. 
Equation ( 3 . 9 ~ )  is the same except that if T,2.. .m( G )  is replaced by ro( G:) then 
must be replaced by T", where 

(3.42) 

and sB: is a representative of the block BI of the partition P' of the roots of G induced 
by G' which contains root i, and the trace is over the b + b' spins which occur in the 
product. Using the extension of (5.4) of PFi to arbitrary s shows that 

(3.43) 

where Ip,pt is the bipartitite 'interface graph' having a vertex for each block in P and 
P', and for each B of P an edge for each root i~ B linking it to the block B' of P' 
which contains i. For example, if m = 4, P = {12,34} and P' = {13,24} then Ip,pl is a 
square with F(A,  Ip,p.) = A - 1. Continuing to follow the derivation of (3 .184 we arrive 
at 

For example, if m = 4 then 

'1 (A-1)' ( A - 1 ) '  (A-1)' 
(A-l)2 ( A - 1 )  (A-1) 
(A-1) (h-1)2 (A-1) 

( A  - 1)' (A-1) (A-1) (A-1)' 

(3.44) 

(3.45) 
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Inverting the above matrix we obtain 

(3.46) 

Combining (3.46) for sz = A - 1 and I*. = A together with (3.19a), (2.15), (3.23) and 
(3.32) we arrive at 

and 

1 
F,p,ya(A, G)  =-[-(A - l)F(A, G u  K1,4) + ( A 2  -3A + 1)F(A, G u  e,@ U eys) 

( A ) 4  

+ F(A,  G u ear u eaa) + F(A ,  G U e , ~  U epy)I 

a, P, Y, 8 = 1,2 ,3 ,4  (3.48) 

where emB(Cy, p = 1,2,3,4)  is an extra edge linking LY and p. We see therefore that 
F1234(A, G)  and Fao,ya(A, G) are linear combinations of unrooted flow polynomials. 

4. The partitioned m-rooted flow polynomials &(A, C) 

We next turn to the study of the coefficients FP(h, G') which appear in the expansions 
of r12...m(G) and T,(G) in the t, variables. We derive their relationship with the 
unrooted flow polynomials and we give an interpretation for F 1 2 3 ( A ,  G) in terms of 
the number of proper mod-A flows under fixed external flows (§  4.1). We show that 
the unrooted and the partitioned m-rooted flow polynomials are very important since 
from them we can calculate the partition function and m-spin correlation functions 
in both t and p variables (§  4.2). We also give the graph theoretic properties of 
&(A, G') ( 9  4.3) which will be used in forthcoming papers ( P F ~  and P F ~ ) .  

4.1. Relationship between F,(h, G) and F(A,  G) 

Comparison between (3.6) and (3.27) leads to 

F ( A ,  G u  K l . m ) =  F ( A ,  IP )FP(A,  G) 
P € @ ( M )  

(4.1) 

which we shall derive in a forthcoming paper ( P F ~ )  by an independent procedure 
(namely, by the extended subgraph break-collapse method). 
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Observe that (4.1) particularised for m = 2 reduces to (2.24) since homeomorphic 

In the particular case of m = 3 (4.1) leads to 
graphs have the same value of F(A,  G) (see property (iii) of F(A, G) in wi). 

F123(Ar G) = F(A ,  G u  K 1 , 3 ) / ( A  - l ) (A -2).  (4.2) 
From the above relation, we can interpret F,23(A, G) as being the number of proper 

mod-A flows in G U g, U g 2 u  g3 with fixed non-zero and different values CP, and CP, 
on two of these 'ghost' edges, say, on g, and g2 (observe that the value of the flow on 
g3 is then automatically given by -(a, + CP2)).  Equation (4.1) particularised for m = 4 
gives 

F(A, GuK,,4)=(A2-3A+3)(A-l)FI234(A, G) 

+ ( A  - 1)2[Fi2,~4(G) + Fi3,24(A, G) -t F14,23(& GI1 (4.3) 
which combined with (3.48) would lead to (3.47). 

We see thus that F1234(A,  G) ,  unlike F12(A, G )  and F , 2 3 ( A ,  G),  is not proportional 
to F(A,  G u  ICl,,,) but involves flow polynomials of other graphs as well (cf (3.47)), 
and we were unable to find an interpretation for F&A, G) in terms of the number 
of proper mod-A flows under fixed external flows. For general m, we expect that (3.44) 
may be inverted and, by following the same procedure used in the derivation of (3.47) 
and (3.48), it would lead to a linear relation between partitioned m-rooted flow 
polynomials and unrooted flow polynomials. 

4.2. Relationships between F,(A, G )  and other quantities 

In this subsection we shall prove that we can calculate P(A,  G), P,(A, G), D ( p ,  G),  
N,(p,  G),  D(t ,  G),  N p ( t ,  G),  the Whitney rank function WG(x, y )  and its partitioned 
extension W,"(x, y )  in terms of unrooted and partitioned rooted flow polynomials. 

From equations (3.26) and (2.12) we can write P,(A, G) as 

Notice that the sum over G' on the right-hand side of (4.4) is exactly ( A ' Y , ) ~ , ~  
calculated at t, = t = ( 1  - A ) - '  (Ve E E ) .  Therefore, taking into account its polynomial 
form (equation (3.23)), we finally obtain the following relation between P,(A, G) and 
F,(A, G'): 

P,(A, G) = A ~ ~ I - I ~ I  1 ( - i ) I" ' l (~  - I ) ~ " \ ~ ' ~ F ~ ( A ,  G'). (4.5) 
G'E G 

Combining (4.5) and (3.25) we obtain 

(4.6) 
It has been pointed out (Essam 1971a) that the Whitney rank function WG(x, y )  

contains, as particular cases, P(A,  G) and D ( p ,  G). It can be shown that F(A,  G) and 
D( t, G) may also be obtained from WG(x, y )  as follows: 

F(A,  G ) = ( - l ) l E 1 W G ( - l ,  - A )  (4.7) 

D ( t , G ) = ( l - t ) l E I W G  - - 
( 1  ' c  1 2  (4.8) 
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We shall therefore introduce a partitioned m-rooted rank function W,"(x, y )  which, 
similarly to WG(x, y ) ,  is related to Pp(A, G ) ,  N,(p, G ) ,  &(A, G )  and N,(t, G ) .  We 
shall define W,"(x, y )  by 

W,"(x, y)  = ~ ' ( ~ ' ) y ' ' " ' y ~ ( G ' )  (4.9) 
G'E G 

where r(G') is the cocycle rank of G' given by 

r(G')=/Vl-w(G') .  (4.10) 

Notice that for yp( G') = 1 (VG'G G ) ,  W,"(x, y )  reduces to the Whitney rank function. 
Using equations (2.12), (4.9) and (4.10) we find that 

(4.11) 

Now, let us derive the relation between W,"(x, Ax) and &(A, G'). In order to do 
this, we multiply and divide the right-hand side of (4.1 1 )  by ( 1  + x)'"'. We thus obtain 

W ' p G ( ~ , h x ) = ( l + x ) ' ~ l  A C ( " ~ . ( G ! ) ( ~ ) ' ~ ' ' (  1 )I""' 
G'E G l + x  l + x  

(4.12) 

The sum over G' in equation (4.12) is just Np( t = x/ (  1 +x) ,  G ) .  Using equation (3.23) 
we finally obtain 

IE'I 

W,"(X, A x )  = ( 1  + x)'"' c Fp( A,  G')  (') . 
G ' s  G l + x  

(4.13) 

Equations (3.23), (4.5), (4.6) and (4.13) show that the knowledge of &(A, G') for 
all partial graphs G' of G allows the calculation of Np( 1, G ) ,  Pp( A,  G ) ,  Np( p ,  G )  and 
W,"(x, y = Ax). If we make yp( G')  = 1 for all G ' c  G we obtain similar formulae (by 
dropping the subscript P) relating F(A ,  G')  to D(t ,  G ) ,  P(A, G ) ,  D(p, G )  and 
WG(x, y = Ax). We conclude therefore that from unrooted and rootedjlow polynomials 
we can ultimately calculate the partition function and the m-spin correlation functions for  
any given graph G in the t or in the p variable. 

4.3. Properties of Fp(A, G )  

Similarly to the two-rooted flow polynomial (see mi), &(A,  G )  is a topological invariant 
which has the following properties. 

( i )  Deletion-contraction rule. If the edge e of G is not a loop then 

FP(& G )  = FP(& G:) - &(A, G:) (4.14) 

where G: and G: are obtained from G by contracting and deleting the edge e 
respectively. 

We can prove (4.14) by considering the definition of Fp(h,  G )  (3.24) and splitting 
the sum over G' into two parts according to the presence or absence of the edge e, namely 

F,(A, G )  = (-l)lE\E'ihc(G')yp(G')+ (-l)IE\E'lhc(G') YP( G'). (4.15) 
G'E G G'G G 
e €  E' epI E' 

Noticing that in the first sum c(G') = c(  GLY), ] E ' [  = ( E  ( GbY)I + 1, yp( G')  = yp( GbY) and 
that in the second sum all the graphs G' are equal to GL', we finally get (4.14) 
(remembering that IEl= I E (G:)l+ 1 = I E (  Gf)I + 1) .  
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(ii) If at least one root of a block of the partition P is not connected in G to the 
other roots in the same block then Fp(A, G) = 0. 

This follows from the fact that if the roots in each block are not connected in G 
then, by deleting any number of edges in G (thus forming G'), this fact continues to 
be true. Consequently y P ( G ' )  vanishes for all partial graphs G' of G, and hence 
&(A, G) also vanishes (cf (3.24)). 

(iii) If GI and G2 differ only by some number of isolated non-rooted vertices then 

This follows trivially from the definition of &(A, G) (3.24). 
(iv) If G has a non-rooted vertex j of degree one (i.e. if G has a 'dangling end') 

This follows from the application of properties (i)  (where e is the incident edge at 

(v) If H and L are disjoint graphs or have at most one vertex in common and if 

&(A, GI) = Fp(A, G2). 

then Fp( A, G) = 0. 

j )  and (iii) (where GI = G,Y and G2 = Gt). 

all the roots belong to H then 

Fp(A, HuL)=F(A,L)Fp(A,H) .  

This follows immediately from the definitions (2.16) and (3.24). 
(vi) If e is a loop then 

Fp(A, G) = ( A  - l)Fp(A, G:). 

The proof follows along the same lines as that for property (i) ,  except for the 
fact that the first sum in (4.15) is rewritten in terms of GL'. Taking into account that, 
if the loop belongs to G', c(  G') = c( Gb') + 1, yp( G')  = yP( Gh') and IE'I = IE( Gb')l + 1, 
we easily arrive at property (vi). 

(vii) Edge doubling. If Gef is the graph obtained from G by replacing the edge e 
by the double edge ef then &(A, Gef)  satisfies the following relation: 

(4.16) &(A, Gef)=(A -2)Fp(A, G)+(A -1)&(A, GZ). 
This property extends property (v) for Ej (see PFI) .  

Proof: If we apply (4.14) to the edge f of Gef and then property (vi) to (Gef); we obtain 

FP(A,  G e f )  = ( A  - 1)Fp(A, G:) - F p ( A i  GI. 
Substituting &(A, G:) of (4.14) into the above equation we finally arrive at (4.16). 

(viii) If GI and G2 are homeomorphic (see PFi )  then 

&(A, GI) = FdA, G2). 

Proof: Let us suppose for the moment that GI  differs from G2 by only one non-rooted 
vertex j ( j ~  VI) of degree two. If we apply property (i) (where e is any of the two 
incident edges at j )  then (GI): = G2 and (GI): will contain a non-rooted vertex of 
degree one. Applying property (iv) to (GI): we finally find that Fp(A, GI)  = &(A, G2).  
If G, differs from G2 by any number 1 of vertices of degree two then we just have to 
repeat the above procedure successive times. 

All these properties, except (ii), continue to be valid for F ( A ,  G) (see w i ) .  Another 
interesting property of F(A,  G) is that it vanishes for a graph which contains an 
articulation edge (see property (i) in wi). 
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5. Properties of related quantities 

In this section we derive the properties of the configurational averaged quantities and 
of the partitioned rooted chromatic polynomials which appeared in our expressions 
for m-spin correlation functions. These properties will be used in extensions of the 
break-collapse method (Tsallis and Levy 1981) which will appear in forthcoming 
papers ( P F ~  and P F ~ ) .  

5.1. Properties of Np( t ,  G) 

The following properties of Np(t, G) can be deduced easily from the corresponding 
ones of F,(A, G) using (3.23). 

(i) The break-collapse equation (BCE) is given by 

Np(t, G)=(l-te)Np(t,  G:)+teNp(t, G:) (5.1) 
which extends the BCE for NQ( t, G) (see PFi )  and is a particular case ( Q  = A ‘ yp ,  pI = t , )  
of equation (2) of Kasteleyn and Fortuin (1969). 

(ii) If at least one root of a block of the partition P is not connected to the other 
roots in the same block on G then Np( t ,  G) = 0. 

(iii) If GI and G2 differ by any number of non-rooted vertices of degree zero then 

(iv) If the edge e is incident at a non-rooted vertex of degree one then 
N d t ,  GI) = N d t ,  G J .  

Np(t, GI= Np(t, GZ). 
(v) If H and L are disjoint graphs or have at most one vertex in common and if 

all the roots belong to H then 

Np(t ,  H u L ) = D ( t , L ) N p ( t , H ) .  

(vi) If e is a loop then 

N p ( t ,  G ) = [ l + ( A  -l)te]Np(f, Gf) .  

(vii) Edge doubling. If Gef is the graph obtained by replacing the edge e by the 
edges e and f then 

NP(~, Ge,)=[t,+t,+(h-2)tet,l[Np(t, G:)-Np(t, G:)] 

+ [ l + ( A  -l)t&IN,(f, Gf) 
which extends property (v)  for Nl,(t, G,,) in m i .  

5.2. Properties of tbq( t, G) 

D(t ,  G) does not depend on the roots of G by definition (cf (2.15)) and its properties, 
which were given in PFi,  are similar to those of Np( 1, G). The properties of tgq( t, G) 
can be easily derived from those of Np(t, G)  and D(t ,  G) (cf (3.19a)), namely 

( i )  the BCE for tbq(t, G) is 

which extends the BCE for tf4...m( t, G)  stated by Tsallis and Levy (1981). 
(ii), (iii) and (iv) Np may be replaced by tiq in the corresponding properties for 

N d t ,  GI. 
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(v) If H and L are disjoint graphs or have at most one vertex in common and if 
all the roots belong to H then 

tLq( t ,  H U L )  = tLq( t ,  H ) .  

(vi) If e is a loop then tbq(t, G )  = tbq(t, G:). 

5.3. Properties of Pp( A, G )  and P( A, G)  

P,(A, G )  has the following properties. 
(i)  Deletion-contraction rule. If the edge e of G is not a loop then 

pp(A, G )  = PP(A, Gf)  - PP(A, G:). (5.3) 

Pro05 If we split the sum in (3.26) into two parts according to the presence or absence 
of e we obtain 

(5.4) 
e s E '  elt E '  

Following along the same lines as in property (i)  of F,(h, G )  and noticing that 

(ii) If at least one root of a block of the partition P is not connected to the other 

The proof is similar to the one given in property (ii) of F,(A, G).  
(iii) If G, and G, differ by I V,l non-rooted isolated vertices then 

w (  G') = w(GbY) if e E E' we easily arrive at (5.3). 

roots in the same block on G then Pp(A, G) = 0. 

PP(A, GI)  = A'"o'P,(A, G2). 

This follows trivially from the definition (3.26). 
(iv) If e is an edge incident at a non-rooted vertex of degree one (i.e. e is a 'dangling 

end') then 

Pp(A, G)=(A -l)Pp(A, GZ). 

The proof follows from the application of (5.3) to the edge e and subsequent 

(v) If H and L are disjoint graphs and if all the roots belong to H then 
application of property (iii) to Gt.  

Pp( A, H U L )  = P (  A, L)Pp(  A, H ) .  

This follows trivially from the definitions (2.18) and (3.26). 
(vi) If G contains a loop then Pp(A, G) = 0. 
The proof follows immediately from (5.4) where now e is a loop. In this case the 

first sum becomes simply -P,(A, G f )  while the second sum continues to be P,(A, G f )  
and hence Pp(A, G )  vanishes. 

(vii) The replacement of a multip!e edge by a single edge does not change P,(A, G). 

Pro05 Suppose that G contains, among other edges, two edges e ,  and e ,  in parallel 
between the vertices i and j .  If we apply (5.3) to, let us say, the edge e ,  then it follows 
that P,(A, G) = Pp(A, Gt,) since GZ, contains a loop (which comes from the edge e, 
collapsed) and consequently PP(A, G:) = 0 (cf (vi)). 
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(viii) Insertion of a vertex of degree two. If Gfg is the graph obtained from G by 
replacing the edge e by two edges f and g in series, then Pp(A, Gfg) satisfies the 
following relation: 

M A ,  G f g ) = ( A - l ) M A ,  G:)-PP(A, GI.  ( 5 . 5 )  

The proof follows from the application of (5.3) to the edge f of Gfg and subsequent 
application of property (iv) to (Gfg)7. It is clear from ( 5 . 5 )  that, unlike F,(A, G )  (see 
property (viii) of 0 4.3), Pp(A, G) is not a topological invariant. 

All these properties, except (ii), remain valid for P(A,  G) if the subscript P is ignored. 

5.4. Properties o f N p ( p ,  G), D(p ,  G )  and t"p"(p, G )  

Using (3.20b) and the properties of Pp(A, G) we can easily derive the following 
properties of Np( p ,  G).  

(i)  The break-collapse equation (BCE) is given by 

Np(p, G ) = ( l - p e ) N ~ ( p ,  Gf)+peNp(P, G:) (5.6) 

which is a particular case (Q = A w-yp; p l  = p , )  of equation ( 2 )  of Kasteleyn and Fortuin 
(1969). 

(ii) If at least one root of a block of the partition P is not connected to the other 
roots in the same block on G then Np( p ,  G) = 0. 

(iii) If GI and G, differ by 1 V,l non-rooted vertices of degree zero then Np( p ,  GI) = 
A'"oiN,(p, GJ. 

(iv) If e is an edge incident at a non-rooted vertex of degree one then Np( p,  G) = 

(v) If H and L are disjoint graphs and if all the roots belong to H then 
[ A  - ( A  - l)PelN,(P, GI).  

N d p ,  H U L )  = D(P, L)NP(P, W. 
(vi) If e is a loop then Np( p ,  G) = Np( p,  G:). 
(vii) Edge doubling. If Gef is the graph obtained by replacing the edge e by the 

edges e and f then 

NP(P, Gef)=(Pe+Pf-PePf)[Np(P, GI)-NP(P,  G f ) l + N ~ ( p ,  G:). 

(viii) Insertion of a vertex of degree two. If Gfg is the graph obtained from G by 
replacing the edge e by two edges f and g in series, then 

NP( P, Gfg 1 = [ A  - ( A  - 1 ) ( pf + P g  1 + ( A  - 2)pfpg 1 Np( P, G f ) + p,pgNp( P, G: ) - 
Notice that D( p ,  G) has properties similar to those of NP( p ,  G) (just replace Np 

by D) except property (ii). Consequently (cf (3 .20~))  it is easy to prove that the 
properties of tbq( t, G), which were listed in 0 5.2, remain valid for tbq( p ,  G). 

6. Advantages of t over p 

We now compare the variables t ,  and p e e  First of all, the variable t , ,  unlike the p 
variable, has the important physical interpretation of being the correlation function 
rij( t ,  e )  between the components sil and sjl of the spins s, and sj of the graph consisting 
of a single edge e. 
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Second, concerning high-temperature multilinear expansions of the partition func- 
tion and m-spin correlation functions, t is much more convenient than the p variable. 
In fact, if we compare properties (iv) and (viii) of Fp(A, G) and Pp(A, G) as well as 
the corresponding properties of F(A, G) and P(A,  G), we see that: 

(a) graphs with ‘dangling ends’ do not contribute to the multilinear forms of 
r12...m(t, G) (3.27), rP(t, G) (see,(3.32) and (3 .41~))  or of Z ( t ,  G) ( ( 2 . 7 ~ )  and (2.15)), 
while they do contribute to the multilinear forms of T12...,,(p, G) (3.28), rp(p, G )  and 
Z ( p ,  G) ( ( 2 . 5 ~ )  and (2.17)); 

(b) because F(A,  G) vanishes also for graphs with articulation edges, only the 
graphs in which every edge belongs to a cycle contribute to the multilinear form of 
Z (  t, G), unlike the case of the p variable; 

(c) the multilinear forms of r12...,,(t, G), rp(f ,  G) and Z ( t ,  G), unlike those of 
TI2...,,(p, G), rp(p, G) and Z ( p ,  G), are determined essentially by the topology of G, 
the insertion of unrooted vertices of degree two giving rise to a trivial change (i.e. 
replace t ,  by tgtr) .  

Notice also that the alternative multilinear forms of T12.,.,,( p, G) ( 3 . 7 ~ )  and rp(p, G) 
have more terms to be calculated than the corresponding ones of rl2...,,(t, G) (3.6) 
and rp(t, G). Furthermore, a comparison between the two expressions for 
TI2....,,(p, G) ((3.7a) and (3.28)) leads to a relation between unrooted and rooted 
partitioned chromatic polynomials which is rather complicated. Consequently there is no 
simple interpretation of Pp(A, G) even for the simple cases of PI2(A, G) and G), 
contrary to what happens for rooted flow polynomials. 

As we shall see in a forthcoming paper ( P F ~ ) ,  there is a powerful procedure for 
calculating T12...,,( t, G) and I-,( f ,  G) which does not apply to rl2...,,( p,  G) and r,( p ,  G). 

7. The partitioned nt-rooted connectedness in bond percolation (A + 1) 

Let us consider in this section the A = 1 limit which corresponds to the bond percolation 
problem (see Kasteleyn and Fortuin 1969). In this limit, both the flow polynomial 
and the chromatic polynomial, by their definitions, vanish except for the null graph 
qvl with I VI isolated vertices, i.e. 

( 7 . 1 ~ )  F(1, G) = P(1, G) = 6(G, N j V I )  

where 
if G = Nlvl 
otherwise. (7.lb) 

From (2.15) and (2.17) it follows immediately that 

D(t ,  G ) / A = I  = D ( p ,  G ) I A = I  = V G  (7.2) 

NP(~, G)IA=I = NP(P, G ) I A = l  = ( Y P ) G  CP(G) (7.3) 

t e l A = l  = p e I A = l  = 1 (7.4) 

t 9 ( t ,  G)IA=, = Gq(p, G)IA=, = C,(G). 

and from definitions (3.196) and (3.20b) 

where the variables t, and p ,  become identical and equal to (cf (2.6) and (2.4)) 

Combining (7.2), (7.3), ( 3 . 1 9 ~ )  and ( 3 . 2 0 ~ )  we find 

(7.5) 



1678 A C N de Magalha'es and J W Essam 

C,( G )  generalises the pair connectedness CI2( G )  = (Y12)G, a function which is well 
known in bond percolation theory. C,(G)  represents the probability of the roots of 
G being connected according to the partition P (i.e. roots in the same block of P are 
connected and roots in different blocks are not connected). We shall call C,(G)  the 
partitioned m-rooted connectedness. The coefficients of the series expansion of C12( G )  
in the variable defined in (7.4) are known as weak pair connectedness weights or ' d  
weights' for bond percolation (see, for example, Essam 1971b). These d weights are 
equal to the two-rooted flow polynomials evaluated at A = 1. Therefore, we shall call 
the coefficients of the series expansion of C,(G)  the d ,  weights which are given by 
(cf (3.24)) 

dp( G )  = Fp( 1, G )  = 2 (-l)" '" ' '~p(  G') .  (7.6) 
G'E G 

Observe that for yp( G )  = ylz( G ) ,  (7.6) reduces to (3.19) of Essam (1972). 
The properties of dp(  G )  can be easily deduced from those of & ( A ,  G) by making 

A = 1 and using ( 7 . 1 ~ ) .  Notice that d,(G) vanishes for graphs having (a) components 
without roots or just one root (cf(v)); (b) loops (cf(vi)); (c) 'dangling ends' (cf(iv)). 
The graphs which have non-zero d ,  weights are those in which each component G, 
has no loops and is a one-irreducible multirooted graph, i.e. the deletion of any vertex 
of G, leaves it with at least one root in each of the components of G, which result 
from the deletion of this vertex. Observe also that, for -yp(G) = y I 2 ( G ) ,  the above 
properties are in agreement with well known properties of the d weights (Essam 1971b). 

The properties of C, (G)  follow easily from those of Np(t, G )  or N p ( p ,  G )  by 
making A = 1. 

It is worth emphasising that when the partition P contains only one block, then 
C12, , , , , (G)  gives the probability that all pairs of points { i ,  j} ( i ,  j = 1,2, .  , . , m ;  i # j )  
are connected. Arrowsmith (1979) proposed, in the context of directed bond percola- 
tion, one way of calculating d12 , . .m(  G )  which involves a sum of directed weights over 
all possible orientations of G. The evaluation of F12.,,,,(A, G )  at A = 1 provides an 
alternative procedure for calculating d12, , , , , (  G ) .  
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